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Abstract

The concept of smart cities has become very popular recently. Due to
increasing number of vehicles in urban areas, we are facing problems
of traffic congestion. It is essential to develop an automated smart
traffic system. The proposed approach is to digitalize highways and
implement smart systems to address the identified challenges. The
development of a smart robot equipped with artificial intelligence (Al)
and cutting-edge technology is suggested as part of this initiative. The
robot would perform various tasks related to traffic management, such
as verifying personal licenses of drivers, checking vehicle registration
and licenses, identifying wanted individuals, monitoring seat belt
usage and mobile phone usage while driving, and enabling electronic
payment of highway fees. The tools and techniques used would
include Al algorithms, image recognition technology, data analysis,
and mobile application development. Commitment to designing the
entire project according to the IEEE SA - IEEE 1857.10-2021 voice
+video, IEEE SA global standard Programming, IEEE CertifAlEd
and Al.
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Problem Statement

Contemporary cities grapple with urgent challenges, such as escalating
traffic congestion, environmental pollution, frequent accidents, and
widespread traffic violations. These issues exert a detrimental effect on the
efficiency and safety of transportation systems within cities.

1




PLVAR 2023

Why PLVAR?

o Simplicity checking the data.

e The process takes short time to be done.
e \Ways to pay the fees is multiplied.

e Mobile app is the simple to use.

e The interface of the user is easy for user to understand.

12
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1 Chapterl: INTRODUCTION

1.1 Project Motivations:

1.

Convenience and Efficiency: Your system aims to revolutionize the
way driver licenses are verified and payments are processed. By
streamlining these processes, you are enhancing the convenience and
efficiency for both drivers and authorities. This can save valuable
time and effort for everyone involved.

. Road Safety: Verifying driver licenses and identifying any violations

are crucial for maintaining road safety. Your system's ability to cross-
reference licenses with a database helps ensure that only qualified and
authorized drivers are on the road. By contributing to improved
license verification, you are actively working towards reducing
accidents and promoting safer driving practices.

Financial Transparency: With the secure payment processing
capabilities of your system, you are providing a transparent and
reliable way for drivers to pay their fees. This can help in reducing
financial discrepancies and enhancing accountability in the payment
process.

Technological Advancement: Your utilization of cutting-edge
technology, such as the Raspberry Pi kit and advanced camera,
showcases innovation and pushes the boundaries of what is possible
in license verification and payment processing. By staying at the
forefront of technological advancements, you are contributing to the
progress of the field and driving innovation in the industry.

Data Security: Protecting personal and financial data is of utmost
importance in today's digital age. By prioritizing the security of the
information stored in your database and utilizing the robustness of
Firebase servers, you are providing drivers with the peace of mind
that their data is safe and secure.

13
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6.

Positive User Experience: Your focus on creating a highly intuitive
and user-friendly mobile app ensures that drivers can easily navigate
through the payment process and obtain the necessary information.
By prioritizing user experience, you are enhancing customer
satisfaction and making a positive impact on people’s lives.

1.2 Project Aims:

1.
2.
3.

Proposing an approach for highway digitization.

Developing smart ways to keep up with modern technology.

Personal License Verification: This module would leverage Al and
Image recognition technology to verify the validity of drivers'
personal licenses.

Vehicle Registration and License Check: This module would check
the registration and license of cars to ensure compliance with
regulations.

Criminal Identification and Reporting: Using Al algorithms, this
module would identify individuals who are criminally wanted and
promptly report them to the appropriate authorities.

Driver Monitoring: This module would monitor drivers to ensure
they are wearing seat belts and not using mobile phones while
driving. It could utilize computer vision techniques or sensorbased
systems to detect such behaviors.

Electronic Payment System: A mobile application would be designed
to facilitate electronic payment of highway fees, reducing paper
waste and alleviating traffic congestion. This module would involve
mobile application development and integration with payment
gateways.

Elevating Security Measures: With the integration of smart robotics,
security becomes a paramount aspect of guest satisfaction. These
intelligent machines can bolster security protocols by performing

14
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tasks such as verifying personal licenses, monitoring access points,
and identifying any unauthorized individuals. By proactively
addressing security concerns, guests can enjoy peace of mind
throughout their stay.

1.3 Project Contributions:

1.

Contribute to the achievement of digital transformation.

2. Create smart ways to keep up with modern technology.
3.
4

. Ensure that the driver's personal license matches and report the

Create an electronic payment system.

criminally wanted persons.
Ensure the validity of the car license, report the violated and stolen

cars, and ensure that the cars meet the legal specifications.

6. Accuracy of the detecting the car plates.

7. Database is the storage on server with real time connection.
8.
9

. Error rate is about to be immune.

Secure database as the data will be encryption end to end.

10. Proposing an approach for highway digitization.

1.4 Introduction to Al:

Artificial Intelligence (Al) refers to the development of intelligent
machines that can perform tasks that typically require human intelligence.
It involves creating computer systems capable of simulating human
thinking, learning, problem-solving, and decision-making processes.

Al encompasses a range of technologies and techniques, including machine
learning, natural language processing, computer vision, and robotics. These

15
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tools enable Al systems to process and analyze vast amounts of data,
recognize patterns, and make predictions or take actions based on the
acquired knowledge.

The primary objective of Al is to create machines that can perceive and
understand the world, adapt to changing circumstances, and interact with
humans in meaningful ways. This field has the potential to revolutionize
various industries by automating tasks, enhancing efficiency, and enabling
new possibilities.

Al has already achieved significant milestones, such as defeating human
champions in strategic games, enabling self-driving cars, enhancing
medical diagnoses, and providing personalized recommendations.
However, it also presents challenges and ethical considerations, including
privacy, bias, and societal impact.

While the pursuit of artificial general intelligence (AGI), which mirrors
human intelligence across a broad spectrum, remains a long-term goal, Al
continues to advance rapidly, transforming the way we live and work. By
harnessing the power of intelligent machines, we can unlock new frontiers,
solve complex problems, and shape a more intelligent and interconnected
future,

16
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2 Chapter 2: Economically Feasibility Study and
Engineering Standards

Nowadays, Al is used in a wide range of applications across various industries. It
includes virtual assistants and chatbots, image and speech recognition, natural
language processing, data analysis, and decision-making systems. Al is also used in
healthcare, finance, transportation, manufacturing, and other industries to improve
efficiency, accuracy, and automation of various tasks. Additionally, Al is used in
scientific research and development, including drug discovery and genomics.

2.1 Economic basis:

1. Al-based triage systems can help in reducing the work burden of traffic
employees’ by automating several processes such as personal license
verification, vehicle registration and license check, criminal identification and
reporting and electronic payment system.

2. Save the time it takes to update traffic licenses.

2.2 Safety basis:
1. Ensure that the driver's personal license matches and report the criminally

wanted persons.
2. Report the violated and stolen cars, and ensure that the cars meet the legal

specifications.

3. Early and rapid diagnosis of the virus, which reduces the chances of
developing the patient's infection and entering the intensive care.

4. Ensure that the seat belt is present

2.3 Sustainability:
The project was provided with solar cell units to ensure the continuity of the
robot's operation and to charge the batteries.

2.4 Ethical:
Commitment to designing the entire project according to the IEEE SA - IEEE
1857.10-2021 voice +video, IEEE SA global standard Programming, IEEE

CertifAIEd and Al.

17
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2.5 comparison between companies and it’s cost:

2.5.1 comparison between companies:

1.

Knightscope: Knightscope is a company that develops and manufactures
autonomous security bots. Their bots are used to patrol and monitor
areas, collect data, detect anomalies, and provide real-time alerts.
Knightscope robots range in cost from tens of thousands to hundreds of
thousands of dollars, depending on the model and features.

. Cobalt Robotics: Cobalt Robotics offers autonomous security robots

designed for commercial spaces. These robots are equipped with various
sensors and cameras to monitor and patrol areas, detect intrusions, and
provide situational awareness.

PAL Robotics: PAL Robotics develops humanoid robots that can be
used for security purposes in various environments. Their robots are
capable of navigation, person detection, and human-robot interaction.
Pricing details of PAL Robotics robots can be obtained through their
website.

SoftBank Robotics: SoftBank Robotics is best known for its humanoid
robot named Pepper, which can be customized for various applications,
including security and customer service. Pepper bots can interact with
people, provide information, and perform basic security tasks. The cost
of Pepper robots varies depending on the customization and additional
features required.

2.5.2 the cost:

1.

Entry-level autonomous security robots: These robots typically have
basic surveillance and monitoring capabilities, and their prices can range
from $10,000 to $30,000.
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2.

Mid-range autonomous security robots: These robots often come with
more advanced features such as facial recognition, anomaly detection,
and remote control capabilities. Prices for mid-range robots can range
from $30,000 to $100,000.

High-end autonomous security robots: These robots offer advanced
functionalities like autonomous navigation, artificial intelligence
algorithms, and comprehensive security features. The prices for high-
end robots can exceed $100,000 and can go up to several hundred
thousand dollars

2.5.3 PLVAR Total cost Excluded 3D Printing:

Table 1 PLVAR Total cost Excluded 3D Printing

Components Cost
Raspberry pi $ 160.00
Camera $ 50.00
Barcode Scanner $ 30.00
Gear motor $100.00
Two batteries $ 50.00
power supply $ 10.00
step down DC-DC $ 3.50

4 plastic wheels $ 30.00
headphones & mic $8.00
gear box $ 30.00
Touch screen $ 85

3d Printer $ 300.00
two iron axel $ 50.00
High Current driver $ 20
Total $926.5
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3 Chapter 3: Related Work

Congestion of traffic is a key problem faced in a majority of metro cities,
especially in the developing world. Traffic congestion comprises of queues,
reduced speeds, and increased travel durations, which fatigues commuters
and results in stress, thereby bringing down productivity and creating
intangible societal expenses [1]. In addition, different factors, such as use
of natural resources, surroundings, commuter safety, etc., are affected in
either a direct or an indirect manner. Thus, congestion of traffic poses a
challenge to every growing city. With the increasing congestion, the
construction of new roads is seldom fruitful because of various
circumstances. Contrarily, constructing new roads could often add to
congestion by creating more demands for motor travel, thereby depleting
the added capacity rapidly [2]. This is getting increasingly evident as
congestions with delays are being noticed in big cities. Thus, several
mitigation measures are being implemented through the years. The
increasing challenges associated with traffic congestion attracted the
attention of academicians, who have proposed numerous techniques for
managing traffic and solving the congestion issue. Such solutions range
from the latest data collecting equipment with wireless sensor network
(WSN) protocols [3], [4] to route schemes [5], [6] and traffic forecasting
methods [7]. Several researchers were interested in the application of
Intelligent Transportation Systems (ITS) to manage traffic management
issues. [8] proposed city traffic prediction models using varied modelling
methods, one based on the network traffic flow propagation, and the other
based on the time varying spare flow volume on the related road link. This
paper investigates the technologies directed towards developing novel
systems that address many of the traffic congestion problems. The findings
of these researchers indicated that roads could be safer and greener with
enhanced efficiency through the application of emerging ITS technologies
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[9]. However, several challenges are encountered during the
implementation of ITS. Studies pointed out that effective control and
management of traffic and accurate prediction of travel time are the two
major challenges faced in the application of ITS. However, despite the
emphasis on these challenges, only a few researchers have rendered
solutions based on the functionality of ITS [10], [11]. In addition, only few
papers have compared the benefits and shortcomings of the suggested
solutions [12]-[14]. The strategies used for traffic management are
summarized in Table 1.

2023

Table 2 Summary of technologies used for managing traffic

Ref. Technology Principles Advantages Disadvantages
Machine Simple and economical Acicsl;fecsy\zl?;inrirli‘?llchty
[15] learning and Data Collection p
big data vol.umes
and density fluctuate
Does not consider
Multiple Use of Probabilistic Data Collection and ~ Coverage more uniform, cooperative storage
[16] mobile GREEDY algorithm for collecting data, consumes less network among vehicles and
Cameras and analysis of collected images bandwidth image
replications
Two anchor podes placed at fixed Economical, robust, and
distance. A requires lesser Errors when traffic is
[17] WSN symmetric double-sided two-way q .
. computation heavy
ranging
algorithm gives location of vehicle
Two WiFi transceivers capture data. A
. Reduced energy
convolutional neural network and . g .
. . consumption, minimal Not suitable where
Wi-Fi principal s
[18] . . connectivity delay and traffic
component analysis-based algorithm . .
reduced interference from is heavy
captures the nearby intersections
vehicles in the data Y
An edge-computing equipment uses
deep neural networks and computer Multi-modal detection,
Edee vision for tracking traffic in real time. privacy compliance, Operational issues in
[19] Com ugtation The interoperable Agnosticism scalable, and low
P framework interoperable light and bad weather
gathers, stores, and manages data from
different sensors
Markov
Decision A road network graph model captures
20] Process and the vehicle effects having predetermined Higher packet delivery Errors when traffic is
Optimal VSN trajectories and creates an easy routing ratio, reduced delay Heavy
Data problem formulation
Forwarding
Higher performance,
This Al A proposegi m(’)del detects t.he driver’s apphcgble for many Higher requirements
. and vehicle’s features with more applications and ability
paper  technologies needed

accuracy performance

for using in various
conditions
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To solve these problems, we propose a smart robot which we named
PLVAR (Payment, License Verification and Authentication Robot) that
can perform multiple tasks related to traffic management based on artificial
intelligence (Al) technologies such as:

Checking the personal licenses of car drivers and validity.
Checking the car license and registration.

Finding criminally wanted persons and report them immediately.
Make sure that the driver wears a seat belt and does not use a
mobile phone while driving.

Monitor traffic flow and adjust the time period of traffic lights
according to this.

Adjust the maximum speed of roads to cope with traffic situation.

Also, a mobile application is presented which enable paying highway
fees electronically to reduce paper waste and traffic jams. The paper's
contributions can be briefed as follows:

1. Proposing an approach for highway digitization.

2. Developing smart ways to keep up with modern technology.

3. Developing an electronic payment system.

4. Ensuring that the driver's personal license matches and report the

criminally wanted persons.

5. Ensuring the validity of the car license, report the violated and stolen

cars, and ensure that the cars meet the legal specifications.
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4 Chapter4: System Design and Analysis

4.1 Hardware:

4.1.1 Introduction to Hardware:

Hardware refers to the physical components that make up a computer
system. It includes devices such as the central processing unit (CPU),
memory modules, storage devices, input and output devices, and more.

The CPU serves as the "brain™ of the computer, executing instructions and
performing calculations. It directly impacts the system's speed and overall
performance.

Memory modules, like Random Access Memory (RAM), provide
temporary storage for data and instructions that the CPU accesses quickly.
RAM plays a vital role in multitasking and system performance.

Storage devices, such as hard disk drives (HDD) and solid-state drives
(SSD), store data for long-term use. They enable users to store and retrieve
various types of information.

Input devices, like keyboards, mice, and touchscreens, allow users to
interact with the computer system by providing input and commands.
Output devices, such as monitors and printers, display or produce output
from the system.

Understanding hardware is crucial for individuals interested in computer
systems, whether for personal use, programming, or IT support. Each
hardware component contributes to the overall functionality and
performance of the computer system, working together to enable its various
operations and tasks.
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4.1.2 The Hardware contents:

Raspberry Pi 4 & OS.

Touch Screen 14 inch.

Cameras.

Arduino UNO.

Barcode Scanner.

Monster Shield high current motor driver (VNH2SP30 30 amp).
Two Gear Motor 12v, 5A.

Two Batteries 12v, 15A.

Power Supply 12v, 30A.

10. Step Down DC-DC 12V to 5v, 5A.
11. 4 Plastic wheels.

12. Headphone and microphone.

13. Rubber belt.

14. Two lron axel.

=

© 0Nk LD

4.1.2.1 Raspberry Pi 4 & 0OS:

Figure 4-1 Raspberry pi4
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Wireless / System-
Biluetooth on-Chip RAM GPIO PoE Ethernet port

powerin / HDMIO,/ HDMI1/ Camera/ Video UsB 3.0 uss20

Figure 4-2 Raspberry Pi Board Details

Raspberry Pi 4 is a popular single-board computer developed by the
Raspberry Pi Foundation. Here are some key points about the Raspberry Pi
4 with 4GB of RAM:

1. Performance: The Raspberry Pi 4 is a significant upgrade over its
predecessors in terms of performance. It features a powerful 1.5GHz
quad-core ARM Cortex-A72 CPU, which is capable of delivering
impressive computing power for its size and price.

2. Memory: The Raspberry Pi 4 is available in different RAM
configurations, including 4GB. Having 4GB of RAM allows for
smoother multitasking and better performance when running
memory-intensive applications or using the Pi as a desktop computer.

3. Connectivity: The Raspberry Pi 4 comes with enhanced connectivity
options. It features dual-band Wi-Fi (2.4GHz and 5GHz), Gigabit
Ethernet, Bluetooth 5.0, and USB 3.0 ports. These improvements
make it easier to connect to networks and peripherals and enable
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faster data transfer.

4. Video and Display: The Raspberry Pi 4 supports dual-monitor setups
with resolutions up to 4K, providing a more versatile and immersive
computing experience. It has two micro HDMI ports, allowing you to
connect two displays simultaneously.

5. GPIO Pins: Like its predecessors, the Raspberry Pi 4 retains the
GPIO (General Purpose Input/Output) pins, which allow you to
connect and control various external devices and sensors, making it
suitable for a wide range of projects.

6. Operating Systems: The Raspberry Pi 4 supports a variety of
operating systems, including Raspbian (officially renamed Raspberry
Pi OS), Ubuntu, and other Linux distributions. This flexibility allows
you to choose an OS that best suits your needs and project
requirements.

7. Applications: The Raspberry Pi 4 is a versatile platform suitable for
various projects, such as home automation, robotics, media centers,
retro gaming consoles, web servers, and more. Its compact size and
low power consumption make it ideal for embedded systems and 10T
applications as well.

Overall, the Raspberry Pi 4 with 4GB of RAM provides a significant boost
in performance and features compared to previous models. It offers
increased memory capacity, improved connectivity options, and supports
higher-resolution displays, making it a popular choice for hobbyists,
developers, and enthusiasts alike.
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40 GPIO Pins Description of Raspberry Pi 4
i

2023

Figure 4-3 Raspberry Pi 4 GBIO

8

N
3V3 power o o 5V power
GPIO 2 (SDA) o o 5V power
GPIO 3 (SCL) o o Ground
GPIO 4 (GPCLKO) o GPIO 14 (TXD)
Ground o o GPIO 15 (RXD)
GPIO 17 o o GPIO 18 (PCM_CLK)
GPIO 27 o o Ground
GPIO 22 o o GPIO 23
3V3 power o o GPIO 24
GPIO 10 (MOSI) o o Ground
GPIO 9 (MISO) o o GPIO 25
GPIO 11 (SCLK) o o GPIO 8 (CE0)
Ground o o GPIO 7 (CET)
GPIO 0 (ID_SD) o o GPIO 1 (ID_SC)
GPIO5 o o Ground
GPIO6 o o GPIO 12 (PWMO)
GPIO 13 (PWM1) o o Ground
GPIO 19 (PCM_FS) o © GPIO 16
GPIO 26 o o GPIO 20 (PCM_DIN)
Ground o © GPIO 21 (PCM_DOUT)
7

(=) Raspberry Pi Imager v1.7.2

404 L

J. S Y IN

Q0D & @&

Raspberry Pi OS (32-bit)

A port of Debian Bullseye with the Raspberry Pi Desktop (Recommended)

Released: 2022-04-04
Online - 0.8 GB download

Raspberry Pi OS (other)

Other general-purpose OS

Operating System

Other Raspberry Pi OS based images

Other general-purpose operating systems

Media player OS

Media player operating systems

Emulation and aame OS

Figure 4-4 Raspberry Pi 4 OS
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AN
‘ (um)
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P = 1433

Figure 4-5 Raspberry Pi Desktop

Raspberry Pi OS (formerly known as Raspbian) is the official operating
system developed by the Raspberry Pi Foundation specifically for the
Raspberry Pi single-board computers. Here are some key points about the
32-bit version of Raspberry Pi OS:

1.

Architecture: The 32-bit version of Raspberry Pi OS is designed to
run on ARM-based processors, which are the processors used in
Raspberry Pi boards. It is optimized to take full advantage of the
capabilities of the Raspberry Pi hardware.

Debian-based: Raspberry Pi OS is based on the popular Debian
operating system, specifically tailored for the Raspberry Pi. It
inherits the stability, reliability, and extensive package repositories
of Debian, making it a versatile and widely supported operating
system.

Desktop Environment: Raspberry Pi OS comes with a user-
friendly desktop environment based on the lightweight LXDE
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(Lightweight X11 Desktop Environment). It provides a familiar
and easy-to-use interface, making it suitable for beginners and
those transitioning from other desktop operating systems.

4. Preinstalled Software: Raspberry Pi OS includes a variety of
preinstalled software, including the Chromium web browser,
LibreOffice suite, Python programming environment, and the
Thonny Python IDE. These applications enable users to browse
the web, work with office documents, and get started with
programming right out of the box.

5. GPIO and Software Support: Raspberry Pi OS provides extensive
support for the GP1O (General Purpose Input/Output) pins on the
Raspberry Pi board. It includes libraries and utilities that make it
easy to control and interface with external devices and sensors
using programming languages like Python.

6. Software Updates: Raspberry Pi OS receives regular updates from
the Raspberry Pi Foundation, ensuring security patches, bug fixes,
and performance improvements. These updates can be easily
installed using the built-in package management system.

7. Compatibility: Raspberry Pi OS is compatible with a wide range of
software and applications available for the Raspberry Pi ecosystem.
It supports popular projects and software frameworks like RetroPie
for retro gaming, Kodi for media centers, and Pi-hole for network-
wide ad-blocking.

8. Community and Support: The Raspberry Pi OS community is
vibrant and active, with a wealth of online resources, forums, and
tutorials available for users. The official Raspberry Pi website
provides comprehensive documentation and forums where users can
seek assistance and share their projects and experiences.
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Overall, Raspberry Pi OS 32-bit edition provides a user-friendly and
optimized operating system specifically tailored for the Raspberry Pi
boards. It offers a stable and versatile platform for a wide range of projects,
from basic desktop computing to embedded systems and loT applications.

4.1.2.2 Touch Screen 14 inch:

Figure 4-6 Touch Screen 14 inch
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4.1.2.3 Cameras:

Figure 4-7 Internal Raspberry Pi Camera

Figure 4-8 External Camera
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4.1.2.4 Barcode Scanner:

Figure 4-9 Barcode Scanner Sensor
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4.1.2.5 Monster Shield high current motor driver (VNH2SP30 30 amp):

vee
=
avo N

COTROL PINS

VM

44
cq

> o™
- =
e o

N annnnnn. '
IR
] )

m:r L]

oo ®

139

@t HHMUE i 29
[ e

e —— BIN?
o — AIN2

ey & ——AIN]
ENT —o ICTRIES ;

2 &— BINT

Q2 —e

Figure 4-10VNH25SP30 Monster Shield

The VNH2SP30 / Monster Motor Features:
- Voltage max: 16V

Maximum current rating: 30 A

Practical Continuous Current: 14 A

Current sensing available to Arduino analog pin

MOSFET on-resistance: 19 mQ (per leg)

Maximum PWM frequency: 20 kHz

Thermal Shutdown: Undervoltage and Overvoltage shutdown
The VNH2SP30 Monster Motor Shield is a motor driver shield designed
for Arduino boards. It is specifically built to control high-power DC
motors, making it suitable for various robotics and automation projects.
The shield utilizes the VNH2SP30 motor driver chip, which can handle
currents up to 30A and voltages up to 16V.
The VNH2SP30 Monster Motor Shield provides dual-channel motor
control, allowing you to independently control the speed and direction of
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two DC motors. It incorporates a robust H-bridge circuitry that enables
bidirectional control, making it suitable for applications requiring forward
and reverse movement.

The shield features built-in protection mechanisms, including over-
temperature and over-current protection, which helps safeguard the motors
and the driver circuitry. It also includes flyback diodes to protect against
voltage spikes generated when the motor is turned off.

The VNH2SP30 Monster Motor Shield can be easily stacked on top of an
Arduino board, providing a convenient and compact solution for motor
control. It offers several control options, including analog control through
pulse-width modulation (PWM) signals or digital control using the
Arduino's digital pins.

Overall, the VNH2SP30 Monster Motor Shield is a powerful motor driver
that provides reliable and efficient control for high-power DC motors,
making it a popular choice among hobbyists, robotics enthusiasts, and
professionals working on motor-driven projects.

DC Motor / Gear

DC Motor / Gear Head Motor 2

Head Motor 1

O

4

3

i

8
SEREEN B

00000000 00000000

External Power
Used for the Motor
7~16v

Figure 4-11 Interfacing Motor with Vnh2SP30 Driver
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4.1.2.6 Two Gear Motor 12v, 5A:

Figure 4-12 12v Gear Motor

The gear motors you mentioned are DC motors equipped with a gearbox.
Gear motors are commonly used in various applications that require high
torque and precise control. Here's some information about these motors:

1. Voltage: The gear motors operate at 12 volts, which is a standard
voltage used in many electrical systems. It's important to ensure that
the power supply and motor driver you are using are compatible with
this voltage.

2. Current: The motors have a current rating of 5A, indicating the
maximum current they can draw during operation. It's crucial to use a
motor driver, such as the VNH2SP30 Monster Motor Shield, that can
handle this current rating to ensure safe and efficient motor control.

3. Gearbox: Gear motors are equipped with a gearbox, which consists of a
set of gears that transmit power from the motor to the output shaft. The
gearbox provides torque multiplication and speed reduction, allowing
the motor to deliver higher torque at lower speeds.

4. Gear Ratio: Gear motors have a specific gear ratio, which represents
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the number of gear teeth on the driving gear divided by the number of
gear teeth on the driven gear. This ratio determines the speed and
torque output of the motor. Different gear ratios are available to suit
different application requirements.

5. Mounting: Gear motors typically come with mounting brackets or
flanges that allow easy installation in various setups. The mounting
mechanism ensures secure attachment and proper alignment with other
components or machinery.

6. Control: The VNH2SP30 Monster Motor Shield enables you to control
the speed and direction of the gear motors. By sending appropriate
signals from an Arduino or compatible microcontroller, you can adjust
the motor speed and change the direction of rotation to suit your
application needs.

4.1.2.7 Two Batteries 12v, 15A:

Lithium batteries offer several advantages over other types of batteries.
Here are some of their key advantages:

High Energy Density: Lithium batteries have a high energy density,
meaning they can store a large amount of energy relative to their size and
weight. This makes them ideal for applications where compactness and
lightweight design are important, such as portable electronics, electric
vehicles (EVs), and renewable energy systems.

Longer Cycle Life: Lithium batteries typically have a longer cycle life
compared to other rechargeable battery chemistries. A cycle refers to one
complete charge and discharge cycle. Lithium batteries can endure
hundreds to thousands of cycles before their capacity significantly
degrades. This longevity makes them suitable for long-term use, reducing
the need for frequent battery replacements.

High Discharge Rate: Lithium batteries have a high discharge rate, which
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means they can provide a significant amount of power quickly. This feature
Is crucial for devices that require a sudden surge of energy, like electric
power tools or electric vehicles that need to accelerate rapidly.

Low Self-Discharge: Lithium batteries have a lower self-discharge rate
compared to other rechargeable batteries. Self-discharge refers to the loss
of battery capacity when not in use. Lithium batteries can retain their
charge for months without significant capacity loss, making them
convenient for devices that may sit idle for extended periods.

No Memory Effect: Unlike some older battery technologies, lithium
batteries do not suffer from memory effect. Memory effect occurs when a
battery gradually loses capacity if it is repeatedly recharged without being
fully discharged. Lithium batteries can be recharged at any time without
negatively impacting their overall capacity or performance.

Lightweight and Compact: Lithium batteries are lightweight and can be
designed in various shapes and sizes, providing flexibility in product
design. This advantage is especially beneficial for portable electronic
devices, as it allows for sleek and slim designs while still delivering
adequate power.

Wide Range of Applications: Lithium batteries are widely used in
numerous applications, including smartphones, laptops, digital cameras,
cordless power tools, electric vehicles, renewable energy storage, and
many more. The versatility of lithium batteries makes them suitable for
various industries and consumer products.
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Figure 4-13 12v ,15A Battery

Now we will connect two batteries in parallel to get 30A:

POSITIVE | ON NEGATIVE
BATTERY 1
TO ACGGESSORIES, -
AUX LOADS + C, |l TO GROUND
AND CHARGER BATTERY 2

Figure 4-14 12v , 30A batteries connection

It is the main power source for the robot, through which the entire robot
parts are operated.
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4.1.2.8 Power Supply 12v, 30A

We will use the power Supply to charge the batteries in the event that
they are finished, as it converts 220v alternating current into 12v
direct current with 30A

Battery
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4.1.2.9 Step Down DC-DC 12V to 5v, 5A:

We will use this circuit to reduce the voltage from 12 volts to 5 volts to
feed the Raspberry Pi. This circuit was used specifically, and we did not
use normal regulator because the regulator cannot withstand high current,
while this circuit can bear up to 5 amps.

Figure 4-16 4015Step-Down Voltage(12v to 5v)
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4.1.2.10 Plastic wheels:

The wheels, which are used to move the robot in all directions on the
ground, meaning the feet of the robot.

Figure 4-17 Wheels (foot of the robot)
4.1.2.11 Headphone and microphone:

We will use the microphone and the speaker to make the robot interact with
people so that it responds to their questions when someone asks a question.

Wiebcam microphone

S

Raspberry Fi 3.5 mm jack
-#— Headphones

Figure 4-18 Headphone and microphone
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4.2 DataBase
4.2.1 Introduction to Firebase:

Firebase is a mobile and web application development platform that
provides a suite of services to help developers build high-quality apps
quickly and easily. It was initially developed by Firebase, Inc. and was
later acquired by Google in 2014.

Firebase offers a wide range of tools and services that can be used to
develop various types of applications, including mobile apps, web apps,
and even games. Some of the core features of Firebase include Realtime
Database, Authentication, Cloud Storage, Cloud Messaging, and Analytics.

Firebase Realtime Database is a cloud-hosted NoSQL database that allows
developers to store and sync data in real time. Firebase Authentication
provides a simple and secure way to allow users to sign up, sign in, and
manage their profiles. Firebase Cloud Storage allows developers to store
and retrieve user-generated content such as images and videos. Firebase
Cloud Messaging allows developers to send push notifications and in-app
messages to users. Firebase Analytics provides insights into user behavior,
app performance, and more.

Firebase is known for its ease of use and scalability, making it a popular
choice among developers. It also offers a free tier with a generous quota
that can be used for small projects or during development. Additionally,
Firebase has extensive documentation and a large online community,
making it easy for developers to get help and find resources.

Overall, Firebase is a powerful platform that can help developers build
high-quality applications quickly and easily.
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Firebase includes analytics, authentication, performance monitoring,
messaging, crash reporting and much more. Because it is a Google product,
there is also integration into a lot of other products. This includes
integration with Google Ads, AdMob, Google Marketing Platform, the
Play Store, Data Studio, BigQuery, Slack, Jira, and more.

The Firebase APIs are packaged into a single SDK that can be expanded to
multiple platforms and languages. This includes C++ and Unity, which are
both popular for mobile development.

4.2.2 Working with Firebase:
A Firebase project is a pool of resources that can include a database as well

as items such as user accounts, analytics, and anything that can be shared
between a number of client applications. A Firebase application is a single
application that can be backed by the Firebase Project. A Firebase project

can have multiple Firebase applications within it.

4.2.3 Firebase tools we used:

1. Real time Database: a cloud-hosted database. Data is stored as JSON
and synchronized in real time to every connected client.

2. Storage: The ability to upload and use files to Google’s cloud. Basically,
we are able to upload our webpage assets and use them as if they
were hosted in our own server.

3. Authentication: This is a token-based authentication system that
provides easy integration with most of the platforms.

4. Pyre Base 4: A simple python wrapper for the Firebase API.
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4.24 Why Firebase?

e Allin one platform

e Easy to store Data & Free

e Scalability

e Reliability

e Security(end to end development)

e Fast and safe Hosting

Firebase Local Emulator Suite:

The Firebase Local Emulator Suite is a set of advanced tools for developers
looking to build and test apps locally using Cloud Firestore, Realtime
Database, Cloud Storage for Firebase, Authentication, Firebase Hosting,
Cloud Functions (beta), Pub/Sub (beta), and Firebase Extensions (beta). It
provides a rich user interface to help you get running and prototyping

quickly.

Local development with Local Emulator Suite can be a good fit for your
evaluation, prototyping, development and continuous integration

workflows.
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Firebase Emulator Suite /
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Jom— — y ] Emulator
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Figure 4-19Firebase Emulator Suitel

What is Firebase Local Emulator Suite?

The Firebase Local Emulator Suite consists of individual service emulators
built to accurately mimic the behavior of Firebase services. This means you
can connect your app directly to these emulators to perform integration

testing or QA without touching production data.

For example, you could connect your app to the Cloud Firestore emulator
to safely read and write documents in testing. These writes may trigger

functions in the Cloud Functions emulator. However your app will still
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continue to communicate with production Firebase services when

emulators are not available or configured.

Firebase Emulator Suite

Clients

Hosting un extensions functions EBrerEEs
Emulator ErulEier

callable functions Cloud Functions Cloud Pub/Sub
Emulator Emulator

atabase access Realtime Database
= Emulator

Cloud Firestore
Emulator

=
user aut
Auth
Emulator

Configure and Monitor with
Local Emulator Suite Ul

Web App

unctions

.. ]
file access Cloud Storage
Emulator

Other Firebase
Services

Firebase Production

Figure 4-20 Firebase Emulator Suite2

Which Firebase features and platforms are supported?

The Firebase Local Emulator Suite allows you to test your code with our
core products in an interoperable way. The Cloud Functions emulator
supports HTTP functions, callable functions, and background functions
triggered by Cloud Firestore, Realtime Database, Cloud Storage for
Firebase, Authentication, and Pub/Sub. The Cloud Firestore, Realtime
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Database, and Cloud Storage for Firebase emulators have Firebase Security

Rules emulation built in.

Cloud

Cloud Realtime Storage
Firestore  Database .g
for Firebase
Android SDK v W v
i0S SDK v v v
Web SDK e W W
Node.js Admin SDK v v v

o Cloud Cloud
Authentication Functions  Pub/Sub
v o n/a

v v n/a

v o n/a

o n/a v

Figure 4-21 Firebase features and platforms are supported

4.2.5 Data structure:

4.2.5.1 JSON format:

Extensions

n/a

n/a

n/a

n/a

As mentioned before, the Firebase Realtime Database stores data in the
JSON format. JSON stands for JavaScript Object Notation and it’s a
language-independent data format with a minimal number of value types:
strings, numbers, booleans, lists, objects, and null. It consists of key/value
pairs. The key/value pairs are separated by a colon and each pair is separated

by a comma. It is easy for humans to read and write and for machines to parse
and generate. This is a sample JSON object:

Figure 4-22 JSON format
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4.2.5.2 Best practices for data structure:

The entire database is a big JSON tree with multiple nodes. When pushing
new data to the database you either create a new node with an associated key
or update an existing one. Therefore there is the danger of creating a deeply
nested structure. Firebase Realtime Database allows nesting data up to 32
levels deep but that doesn’t mean that this should be the default structure.
When thinking about data structure you need to think about how your data is
going to be consumed, you need to make the process of saving and retrieving
as easy as possible.

4.2.6 Key points:

. Realtime: Firebase Realtime Database synchronizes data in real time
across all connected devices.

. NoSQL: Firebase Realtime Database is a NoSQL database that stores
data as JSON objects.

. Data structure: Data in Realtime Database is structured as a JSON
tree.

. Security: Firebase Realtime Database provides flexible security rules
that allow you to control who can read and write to your database.

. Scaling: Firebase Realtime Database is designed to scale
automatically and handle large amounts of data.

. Offline support: Firebase Realtime Database provides offline support,
allowing your app to continue to function even when there is no
network connection.

. Realtime listeners: Firebase Realtime Database provides real-time
listeners that allow you to listen for changes in data and update your
app Ul in real time.

. Transactions: Firebase Realtime Database provides transactions,
allowing you to ensure data consistency in multi-user environments.
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. Pricing: Firebase Realtime Database is priced based on the amount of
data transferred, with a different pricing model for North America
and the rest of the world.

Overall, Firebase Realtime Database is a powerful tool for building real-
time collaborative applications that require synchronization of data across
multiple devices in real time. It provides a flexible and scalable NoSQL
database with real-time data synchronization, offline support, and powerful
security rules, making it a popular choice among developers building real-
time applications.
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4.2.7 Store and sync data in real time

Collaborate across devices with
ease:

Realtime syncing makes it easy for your
users to access their data from any
device: web or mobile, and it helps your
users collaborate with one another.

Build serverless apps:

Realtime Database ships with mobile and
web SDKs so you can build apps without
the need of servers. You can also execute
backend code that responds to events
triggered by your database using Cloud
Functions for Firebase

Optimized for offline use:

When your users go offline, the Realtime
Database SDKs use local cache on the
device to serve and store changes. When
the device comes online, the local data is
automatically synchronized.

Strong user-based security:

The Realtime Database integrates with ] =
Firebase Authentication to provide simple and O 7 -
intuitive authentication for developers. You 0

can use our declarative security model to allow 0
access based on user identity or with pattern —

matching on your data. - —
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4.2.8 Key capabilities:

A Real-time database is capable of providing all offline and online
services. These capabilities include accessibility from the client device,
scaling across multiple databases, and many more.

4.2.8.1 Real time:

The Firebase Real-time database uses data synchronization instead of using
HTTP requests. Any connected device receives the updates within
milliseconds. It doesn't think about network code and provides
collaborative and immersive experiences.

4.2.8.2 Offline:

The Firebase Database SDK persists our data to disk, and for this reason,
Firebase apps remain responsive even when offline. The client device
receives the missed changes, once connectivity is re-established.

4.2.8.3 Accessible from client devices:

There is no need for an application server to access the Firebase Real-time
database. We can access it directly from a mobile device or web browser.
Data validation and security are available through the Firebase Real-time
Database Security Rules, expression-based rules executed when data is
read or written.

4.2.8.4 Scaling across multiple databases:

With the Firebase Real-time Database on Blaze Pricing Plan, we can
support the data needs of our app by splitting our data across multiple
database instances in a single Firebase project. Streamline authentication
with Firebase authentication on our project and authenticate users in our
database instances. Controls access to data in each database with custom
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Firebase real-time database rules available for each database instance.

4.2.8.5 Other Alternatives:

Apart from Firebase's real-time database, there are several alternatives that
are used.

4.2.8.6 Cloud Firestore:

Cloud Firestore is a scalable and flexible database used for server
development, mobile, and web from Firebase and Google Cloud Platform.

4.2.8.7 Firebase Remote Config:

It stores developer specified key-value pairs to change the behavior and
appearance of our app without requiring users to download an update.

4.2.8.8 Firebase Hosting:

It is used to hosts the HTML, CSS, and JavaScript of our website as well as
other developer-provided assets like graphing, fonts, and icons.

4.2.8.9 Cloud Storage:

It is used to store images, videos, and audio as well as other user-generated
content.

Table 3 Implementation path

1. Integrate the Firebase Realtime | Quickly include clients via Gradle,

Database SDKs CocoaPods, or a script include.
2. Create Realtime Database Reference your JSON data, such as
References "users/user:1234/phone_number" to set

data or subscribe to data changes.
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3. Set Data and Listen for Changes Use these references to write data or
subscribe to changes.

4., Enable Offline Persistence Allow data to be written to the device's
local disk soit can be available while
offline.

5. Secure your data Use Firebase Realtime Database Security

to secure your data.

4.2.9 Secure your data:

Whether you're using Cloud Firestore Security Rules for Android, Apple,
or Web clients, or ldentity Access Management (IAM) for servers, make
sure you're securing your data in Cloud Firestore as well as Realtime
Database. User authentication is handled by Authentication for both
databases, so you don't need to change your implementation of
Authentication when you start using Cloud Firestore.

4.2.10 Firebase Storage
Firebase Storage is a cloud-based storage solution that offers scalable and

secure file storage for applications. It provides developers with the ability
to store and retrieve various types of files, such as images, audio, video,
and more, in the cloud, making them accessible from anywhere and
allowing for easy sharing and collaboration. In this section, we will explore
the key features of Firebase Storage and its benefits for modern application
development:

4.2.10.1 Scalable File Storage:
Firebase Storage offers scalable file storage capabilities, allowing

developers to store and retrieve files efficiently and reliably. It
automatically scales to meet the storage needs of the application, ensuring
that files can be uploaded and downloaded quickly, regardless of their size
or volume. This scalability makes Firebase Storage suitable for
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applications with varying storage requirements, from small-scale projects
to large, data-intensive applications.

4.2.10.2 Security and Access Controls:

Firebase Storage includes robust security features that help protect files stored
in the cloud. Developers can define access controls using Firebase Security
Rules, which provide fine-grained permissions based on user authentication
status, file metadata, and more. This allows for secure and controlled access
to files, ensuring that only authorized users can access and manipulate the
stored data. Firebase Storage also integrates with Firebase Authentication,
providing built-in user management and authentication options, such as
anonymous, email/password, social media logins, and custom authentication,
adding an additional layer of security to the file storage process.

4.2.10.3 Easy Integration with Other Firebase Services:

Firebase Storage seamlessly integrates with other Firebase services, enabling
developers to build end-to-end solutions. For example, developers can store
references or metadata of files in the Firebase Realtime Database and use
Firebase Storage to upload and retrieve the actual files. They can also use
Firebase Authentication to authenticate users and control access to files in
Firebase Storage. This tight integration allows for a seamless flow of data and
authentication between different Firebase services, making it easy to build
complex and feature-rich applications.

4.2.10.4 Easy Integration with Client-Side Libraries:

Firebase Storage and Authentication can be easily integrated with client-side
libraries, such as the Firebase JavaScript SDK, making it convenient for
developers to implement file storage and authentication features in web
applications. The Firebase JavaScript SDK provides a comprehensive set of
APIs for interacting with Firebase services, including Firebase Storage and
Authentication, allowing developers to perform common operations, such as
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uploading and downloading files, managing user accounts, and handling
authentication events, directly from the client-side code.

4.2.10.5 Serverless Functions with Firebase Storage Triggers:

Firebase Storage allows developers to implement serverless functions, also
known as Firebase Cloud Functions, that can be triggered automatically when
certain events occur in Firebase Storage, such as when a file is uploaded or
deleted. This provides powerful server-side functionality without the need to
manage a separate server or backend infrastructure. For example, developers
can use Firebase Storage triggers to automatically generate thumbnails of
uploaded images, process uploaded files, or enforce storage quotas and limits,
enhancing the functionality and automation of their applications.

4.2.10.6 Cross-Platform Support:
Firebase Storage and Authentication provide cross-platform support, allowing

developers to use them in a wide range of platforms and frameworks, such as
web, mobile, and server-side applications. Firebase provides SDKs and
libraries for various programming languages, including JavaScript, Swift,
Java, and more, making it easy to implement storage and authentication
features in different environments. This cross-platform support enables
developers to build consistent user experiences across multiple platforms and
devices, and easily share code and logic between different parts of their
applications.

4.2.11 Firebase Authentication - Simplify User Authentication for
Your Apps:

Introduction:

As the demand for secure and scalable user authentication in applications
continues to rise, developers need reliable and efficient solutions to
implement authentication features quickly and effectively. Firebase
Authentication is a powerful and comprehensive authentication service
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offered by Google's Firebase platform, designed to simplify the process of
adding user authentication to applications:

4.2.11.1 Secure and Scalable User Authentication:
Firebase Authentication provides a secure and scalable way to implement

user authentication in your applications. It uses industry-standard security
practices, such as OAuth, OpenID Connect, and HTTPS, to ensure that user
data and credentials are protected. Firebase Authentication also offers built-in
support for password hashing, brute force protection, and multi-factor
authentication, adding an extra layer of security to user accounts.
Additionally, Firebase Authentication is built on Google's infrastructure,
ensuring high availability, reliability, and scalability for your authentication
needs, whether you have a small app or a large-scale application with
millions of users.

4.2.11.2 Simplified User Management:
Firebase Authentication offers comprehensive user management features that

allow you to easily manage user accounts and customize user experiences. It
provides APIs and SDKs for user registration, login, logout, password
management, and account deletion, making it simple to handle user
authentication and authorization in your applications. Firebase Authentication
also includes built-in support for handling user sessions, such as detecting
authentication changes and managing user authentication state, allowing you
to implement user-specific functionality and personalize the user experience
based on their authentication status.

4.2.11.3 Social Media Logins and Single Sign-On (SSO):
Firebase Authentication supports popular social media logins, including

Google, Facebook, Twitter, and GitHub, allowing users to sign up or sign in
to applications using their existing social media accounts. This simplifies the
registration and sign-in process for users, as they can use their existing
credentials and do not need to create a new account. Firebase Authentication
also supports Single Sign-On (SSO) providers, such as Google Sign-In and
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Apple Sign-In, allowing users to authenticate across multiple applications and
services with a single set of credentials, providing a seamless and convenient
user experience.

4.2.11.4 Custom Authentication and Extensibility:

In addition to social media logins and SSO providers, Firebase Authentication
also allows you to implement custom authentication using email and
password, phone number, or third-party identity providers via OAuth or
SAML. This flexibility enables you to implement your own authentication
logic and integrate with external authentication systems, making Firebase
Authentication suitable for a wide range of use cases and application
requirements.

Firebase Authentication also provides extensibility through custom
authentication triggers, which allow you to execute custom code during the
authentication process, enabling advanced authentication scenarios and
custom business logic.

4.2.11.5 Integration with Firebase Services:
Firebase Authentication seamlessly integrates with other Firebase services,

providing a unified and comprehensive solution for building modern
applications. For example, you can use Firebase Authentication to
authenticate users and control access to files in Firebase Storage. You can
also use Firebase Authentication to manage user authentication state in
Firebase Realtime Database, Firebase Firestore, and other Firebase services,
allowing for seamless data flow and authentication across the application
stack. This tight integration simplifies the development process and allows
you to leverage the full power of the Firebase ecosystem.

4.2.12 Simplified Firebase Interaction with Pyrebase4 API

4.2.12.1 Introduction:
The Firebase Realtime Database is a cloud-based NoSQL database that

allows developers to store and sync data in real-time across clients. Pyrebase4
Is a popular Python library that provides a simple and convenient API for
interacting with Firebase services, including the Firebase Realtime Database.
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In this article, we will explore how Pyrebase4 can be used to interact with the
Firebase Realtime Database, making it easy to implement real-time data
storage and synchronization in Python-based applications.

4.2.12.2 Connecting to the Firebase Realtime Database with Pyrebase4:
To start using Pyrebase4 with the Firebase Realtime Database, you need to

install the Pyrebase4 library, which can be done using pip, the Python package
manager. Once installed, you can import Pyrebase4 in your Python code and
initialize it with your Firebase project configuration.

The 'config' dictionary contains your Firebase project configuration, including
the APl key, authentication domain, project ID, storage bucket, messaging
sender ID, app ID, and database URL. Make sure to replace the placeholders
with your actual Firebase project details.

Once Pyrebase4 is properly initialized, you can use the 'database()' method to
create an instance of the Firebase Realtime Database, which allows you to
interact with the database and perform various operations, such as reading and
writing data.

You can now use the 'db' object to interact with the Firebase Realtime Database
and perform operations such as reading data, writing data, setting up real-time
data synchronization listeners, and more. Pyrebase4 provides a convenient and
easy-to-use API for working with the Firebase Realtime Database in your
Python applications, simplifying the process of integrating real-time data storage
and synchronization into your projects.

4.2.12.3 Reading Data from the Firebase Realtime Database with Pyrebase4:
One of the core functionalities of the Firebase Realtime Database is the ability

to read data from the database. Pyrebase4 provides a simple and intuitive API
for reading data from the Firebase Realtime Database in your Python
applications.

To read data from the Firebase Realtime Database using Pyrebase4, you can use
the 'get()' method on the 'db' object, specifying the database path where the data
is located.
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The 'get()' method returns a 'Response’ object that contains the retrieved data
from the specified database path. You can access the data using the 'val' attribute
of the 'Response’ object.

You can also specify additional query parameters to further filter and order the
data. For example, you can use the ‘order_by child()' method to order the data
by a specific child key, or the ‘equal _to()' method to filter the data by a specific
value.

Pyrebase4 also provides support for advanced querying and filtering options,
such as 'start_at()", 'end_at()', and 'limit_to_first()', which allows you to perform
more complex queries on the Firebase Realtime Database

By using Pyrebase4's intuitive API for reading data from the Firebase Realtime
Database, you can easily retrieve and manipulate data in your Python
applications, making it a powerful tool for building real-time data-driven
applications.

4.2.12.4 Writing Data to the Firebase Realtime Database with Pyrebase4:
In addition to reading data from the Firebase Realtime Database, Pyrebase4 also

provides functionality to write data to the database. This allows you to store and
update data in real-time, making your applications dynamic and responsive.

To write data to the Firebase Realtime Database using Pyrebase4, you can use
the 'set()' method on the 'db’ object, specifying the database path where you want
to write the data and the data to be written.

The data to be written can be in the form of a dictionary or any other JSON-
serializable object. The key-value pairs in the dictionary will be stored as child
keys and values in the specified database path.

You can also use the 'push()' method to generate a unique key for the new data
and append it as a new child node in the specified database path.

This is particularly useful for scenarios where you want to store multiple records
with unique keys, such as in a chat application or a user management system.
Pyrebase4 also supports updating existing data in the Firebase Realtime
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Database using the 'update()' method. This allows you to modify specific child
keys or values without overwriting the entire data at the specified database path.
Additionally, you can use the 'delete()' method to remove data from the Firebase
Realtime Database.

By leveraging Pyrebase4's APl for writing data to the Firebase Realtime
Database, you can easily store, update, and delete data in your Python
applications, enabling real-time data synchronization and collaboration among
users.

4.2.12.5 Real-time Data Synchronization with Pyrebase4:
One of the key features of Firebase Realtime Database is its ability to

synchronize data in real-time across all connected clients. Pyrebase4 provides an
easy-to-use API to interact with Firebase Realtime Database and leverage its
real-time data synchronization capabilities in your Python applications.

To start using real-time data synchronization with Pyrebase4, you need to first
initialize the Firebase app configuration and obtain a database reference.

With the database reference, you can then perform various operations, such as
reading, writing, updating, and deleting data, which will be automatically
synchronized in real-time across all connected clients.

One of the powerful features of real-time data synchronization is the ability to
listen for changes in data and automatically receive updates in real-time.
Pyrebase4 provides a 'stream()' method that allows you to register a callback
function to be called whenever there are changes in the specified data path.

The 'on_data_change()' function will be called whenever there are changes in
the data at the specified path, and the event object will contain the updated data.
Real-time data synchronization with Pyrebase4 allows you to build applications
with dynamic and interactive user experiences, where changes in data are
automatically propagated to all connected clients in real-time. This can be
especially useful in applications such as chat applications, collaborative tools,
and real-time dashboards.
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4.2.13 Advanced Features with Pyrebase4:
In addition to the basic CRUD (Create, Read, Update, Delete) operations and

real-time data synchronization, Pyrebase4 also provides advanced features that
can enhance the functionality and performance of your Firebase-powered
Python applications.

1- Authentication:

Pyrebase4 allows you to authenticate users with Firebase Authentication, which
provides secure and easy-to-use authentication methods such as email/password,
social media logins, and more. You can register new users, authenticate existing
users, manage user profiles, and handle authentication states using Pyrebase4's
authentication API.

2- Storage:

Pyrebase4 allows you to interact with Firebase Storage, which provides a
scalable and secure cloud storage solution for storing and serving files, such as
images, videos, and documents. You can upload, download, and manage files in
Firebase Storage using Pyrebase4's storage API.

3- Authentication State Listener:

Pyrebase4 allows you to listen for changes in the authentication state of the user,
such as when a user signs in or signs out. You can register a callback function to
be called whenever there are changes in the authentication state, allowing you to
handle user authentication events in your application.

4- Custom Queries:

Pyrebase4 provides support for custom queries, allowing you to query the
Firebase Realtime Database using complex filters and ordering. You can chain
multiple query methods to build custom queries and retrieve data that meets
specific criteria.
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5- Batch Operations:

Pyrebase4 allows you to perform batch operations, which are a set of write
operations that are executed atomically as a single batch. This can be useful
when you need to update multiple pieces of data in a transactional manner,
ensuring that all updates are applied or none of them are.

These are just a few examples of the advanced features that Pyrebase4 offers to
enhance your Firebase-powered Python applications. By leveraging these
features, you can build more sophisticated and powerful applications that fully
utilize the capabilities of Firebase and Pyrebase4.
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4.3 Mobile Application
4.3.1 Introduction:

Mobile app development has revolutionized the way we live, with
smartphones and tablets transforming into the ultimate personal assistants,
capable of performing almost every task imaginable. From ordering food to
managing finances, mobile apps have become an indispensable part of our
daily lives.

To meet the growing demand for mobile app development, software
companies have created powerful frameworks that allow developers to
create feature-rich and high-performing mobile applications with ease. One
such framework that has taken the mobile app development world by storm
iIs Flutter, developed by Google in 2017.

Flutter is a cutting-edge open-source platform that has rapidly gained
popularity among developers and businesses alike. It offers a plethora of
features such as customizable widgets, hot reloading, and an intuitive Ul
toolkit that enables developers to create stunning and responsive mobile
applications in record time.

With Flutter, developers can build mobile apps for both Android and iOS
platforms simultaneously, thereby reducing development time and costs.
Additionally, Flutter's fast development cycle, streamlined testing process,
and comprehensive documentation make it an ideal choice for companies
looking to create high-quality mobile apps quickly and efficiently.

As Flutter continues to evolve, it is quickly becoming the preferred choice
for mobile app development. Its growing community, extensive
documentation, and ever-expanding list of features make it an excellent
framework for developers looking to create stunning and performant
mobile applications that delight users.
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4.3.2 History of Flutter:

Flutter is a cutting-edge mobile app development framework developed by
Google, which has revolutionized the way developers build mobile
applications. It was first introduced to the world in May 2017 and has since
become one of the most popular frameworks for creating high-quality,
cross-platform apps.

Flutter has a rich history of continuous development and improvement. It
was designed to overcome the limitations of traditional mobile app
development frameworks and provide developers with an easy-to-use,
high-performance platform for creating beautiful and responsive apps.

Since its inception, Flutter has undergone several significant updates, with
each new release adding exciting new features and functionalities. The
framework has also gained a vibrant community of developers who
actively contribute to its growth and development.

Flutter's impressive list of features, such as customizable widgets, hot
reloading, and an intuitive Ul toolkit, has made it a favorite among
developers. Its ability to create apps for both Android and iOS platforms
simultaneously has also reduced development time and costs, making it a
popular choice for businesses looking to create mobile apps quickly and
efficiently.

With the continued development of Flutter, the framework is set to shape
the future of mobile app development. Its growing popularity, robust
community, and ongoing support from Google make it an exciting and
powerful tool for creating beautiful and high-performing mobile
applications.
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4.3.3 Architecture of Flutter:

Flutter's layered architecture is one of the key reasons behind its success as
a mobile app development framework. The architecture comprises four
layers, each playing a vital role in building high-quality mobile
applications.

The first layer is the Dart language layer. Flutter uses Dart as its primary
programming language, which is client-optimized and provides several
features such as garbage collection and just-in-time compilation. This layer
enables developers to write efficient and concise code that runs seamlessly
on both Android and iOS platforms.

The second layer is the Flutter framework layer, which provides a robust
foundation for building mobile apps. It includes the Flutter widget
framework, a set of customizable and reusable Ul elements that allow
developers to create visually stunning and responsive mobile applications
with ease. The framework also supports hot reloading, allowing developers
to see changes made in the code in real-time.

The third layer is the Flutter engine layer, which provides low-level
graphics rendering, animation, and gesture recognition capabilities. It is
built on top of Skia, an open-source 2D graphics library, which ensures that
the Ul is smooth, responsive, and visually appealing.

The fourth and final layer is the platform layer, which enables Flutter to
access native platform APIs and services such as the camera, sensors, and
location services. Flutter uses platform-specific plugins to interact with
these services, ensuring that the mobile app can seamlessly integrate with
the device's native features.
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In summary, Flutter's architecture enables developers to build high-
performance, visually stunning, and feature-rich mobile apps quickly and
efficiently. Its layered approach ensures that each layer performs a specific
function, resulting in a robust and scalable framework that can cater to the
needs of businesses and developers alike.

4.3.4

1.

Key Features of Flutter:
Hot Reload: One of the key features of Flutter is its ability to hot

reload, which means that developers can see changes in the app's Ul
in real-time. This feature speeds up the development process, as
developers can make changes and see the results immediately.

. Cross-Platform Development: Flutter allows developers to build apps

for both Android and iOS platforms using a single codebase, which
saves time and effort. It also provides a consistent user experience
across different platforms.

Rich Set of Widgets: Flutter provides a rich set of customizable
widgets that developers can use to build beautiful and responsive Uls.
This includes widgets for text, images, buttons, and more.

High Performance: Flutter is designed to deliver high-performance
mobile apps with smooth animations and transitions. It achieves this
by using a layered architecture and a fast, ahead-of-time (AQOT)
compiler.

Excellent Documentation and Community Support: Flutter has
extensive documentation and a growing community of developers
who contribute to its development. This makes it easy for developers
to learn and troubleshoot issues.
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4.3.5 Advantages of Flutter:

1.

Fast Development Cycle: Flutter's hot reload feature enables
developers to see changes made to the code in real-time, eliminating
the need to recompile the entire app after each change. This feature
speeds up the development cycle and allows developers to iterate
quickly, resulting in faster time-to-market.

Cross-Platform Development: Flutter enables developers to create
mobile apps for both Android and iOS platforms using a single
codebase. This feature saves time, effort, and resources required to
develop separate native apps for each platform.

Beautiful Ul: Flutter provides a rich set of customizable widgets that
allow developers to create visually appealing and responsive Uls.
These widgets provide a high degree of flexibility and can be
customized to match the look and feel of the app. Flutter's focus on
design and Ul has also made it a popular choice among designers.
Great Performance: Flutter's architecture and design enable it to
deliver high-performance mobile apps with smooth animations and
transitions. The framework's fast development cycle and streamlined
Ul creation process also contribute to the overall performance of the
app.

Large Community and Ecosystem: Flutter has a growing and
supportive community of developers who contribute to its
development and offer support to fellow developers. The framework
also has a rich ecosystem of plugins, tools, and libraries that
developers can use to enhance their development experience.
Compatibility with Existing Codebases: Flutter's compatibility with
existing codebases makes it easy for developers to integrate Flutter
into their existing projects. This feature allows developers to leverage
the benefits of Flutter without having to start from scratch.
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In summary, Flutter's fast development cycle, cross-platform development
capabilities, beautiful UIl, great performance, large community and
ecosystem, and compatibility with existing codebases make it a powerful
and efficient mobile app development framework.

4.3.6

1.

Disadvantages of Flutter:

Limited Native Access: While Flutter provides plugins to access
native platform features, it may not be as flexible as native
development when it comes to accessing specific platform features.
This can be limiting when developing apps that require access to
specific device hardware or software.

Large App Size: One of the downsides of using Flutter is that apps
built with it tend to have a larger file size than native apps. This is
due to the Flutter engine that is bundled with the app. Developers
need to be mindful of this when developing apps, especially if the app
needs to be downloaded over a mobile network.

Learning Curve: While Flutter is relatively easy to learn, it may take
some time for developers to get up to speed with the framework. This
can be a challenge for developers who are used to working with other
frameworks or programming languages.

Limited Third-Party Libraries: Compared to other mobile app
development frameworks, Flutter has a limited selection of third-
party libraries. This can make it more challenging for developers to
find the right tools and resources to develop their apps.

Lack of Maturity: Flutter is still a relatively new framework, and as
such, it may lack some of the maturity and stability of more
established frameworks. This means that developers may encounter
more bugs and issues when working with Flutter than they would
with other frameworks.
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4.4 Al

Al, or Artificial Intelligence, is a transformative technology that aims to
create intelligent machines capable of simulating human intelligence. It
encompasses a wide range of techniques and technologies, including
machine learning, natural language processing, computer vision, and
robotics. Al enables machines to perceive and understand the world, learn
from data, reason and make decisions, and interact with humans in
meaningful ways. It has the potential to revolutionize industries, improve
efficiency, solve complex problems, and unlock new possibilities.
However, Al also poses ethical and societal challenges, such as privacy
concerns and the impact on employment. Responsible development and
deployment of Al are crucial for harnessing its full potential.

4.4.1 Voice&Speech-recognition

4.4.1.1 CONTENTS Of Speech-recognition:

Audio input
Preprocessing
Feature extraction
Acoustic modeling
Language modeling
Decoding

o0k whE

Speech recognition technology has numerous applications, including voice-
controlled virtual assistants (e.g., Siri, Alexa), transcription services,
interactive voice response systems, dictation software, and more. It
continues to advance with the development of deep learning techniques and
large-scale language models, leading to significant improvements in
accuracy and usability.
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4.4.1.2 The Libraries we use in (TTS):
Speech Recognition.

Time & Datetime.

Pyttsx3.

OS.

Web browser.

Pydub.

SobhwnE

1) SpeechRecognition is a widely used library that supports multiple
speech recognition engines, including Google Speech Recognition,
Sphinx, and Wit.ai. It provides a simple and consistent API for
working with various speech recognition systems.

2) Pyttsx3 is a Python library that provides a cross-platform interface for
text-to-speech (TTS) functionality. It allows you to convert written
text into spoken words using different speech synthesis engines
available on your system.

3) The “OS" library provides a way to interact with the operating system,
allowing you to perform various system-related tasks such as file
operations, directory management, and process handling.

4) PyDub is a Python library that provides a simple and easy-to-use
interface for manipulating audio files. It is built on top of the FFMpeg
multimedia framework and allows you to perform various operations
on audio files, such as slicing, concatenation, volume adjustment.

5) The “Webbrowser” module is a built-in Python module that provides
a high-level interface to open web browsers programmatically. It
allows you to open URLs in the default web browser of the user's
system, which can be useful for automating tasks involving web pages
or opening specific URLs from your Python program.

6) The “Time” module is a built-in Python module that provides various
functions for working with time-related operations. It allows you to
measure time, pause execution, and manipulate time values
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7) The “Datetime” module is a built-in Python module that provides
classes and functions for working with dates, times, and time
intervals. It allows you to manipulate and format dates and times,
perform calculations, and work with time zones.

Text-to-speech (TTS) is a technology that converts written text into spoken
words. It allows computers or devices to generate human-like speech,
enabling users to listen to textual content instead of reading it. TTS
technology has made significant advancements in recent years, thanks to
the development of powerful algorithms and speech synthesis techniques.

4.4.1.3 There are some key points about text-to-speech (TTS):
1) Synthesis Techniques:

Contain 2 parts:
a.Concatenative Synthesis.
b. Parametric Synthesis.

2) Language and Voice Support
TTS systems support various languages and provide multiple voice
options.

3) Applications of TTS:
TTS technology finds applications in various domains.

4) Naturalness and Intelligibility
The quality of TTS systems is evaluated based on factors such as
naturalness and intelligibility.

5) Advancements in Deep Learning
particularly with neural network models such as Wavenet and
Tacotron.

6) Cloud-based TTS
Cloud-based TTS services are becoming increasingly popular
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442 ALPR System:
What is ALPR?

Imagine one beautiful summer you are driving on a highway, your favourite
song playing on the radio and you go over the speed limit and drive past a
few cameras at a speed of 90Km/h in a 70Km/h speed limit zone and realize
your mistake but it’s too late. A few weeks later you receive a ticket, with
evidence as to the image of your car. You must wonder, do they manually
check every image and send the tickets? Not at all, that’s when ALPR comes.
From the captured image or footage, ALPR detects and extracts your license
plate number and send you the ticket. All of this is because of the simple
ALPR system and a few lines of code.

Automatic License Plate Recognition (ALPR) or ANPR is the technology
responsible for reading the License plates of a vehicle in an image or a video
sequence using optical character recognition. With the latest advancement in
Deep Learning and Computer Vision, these tasks can be done in a matter of
milliseconds

The ALPR system only requires a camera and a good GPU.

To make it simple this blog post will focus on a two-step process:

1. Detection: Firstly, an image or a frame of the video sequence is passed to
the detection algorithm from a camera or an already stored file, which
detects the license plate and returns the bounding box location of that
plate.

2. Recognition: The OCR is applied to the detected license plate for
recognizing the characters of the plate and returns the characters in the
same order in text format. The output can be stored in a database or can be
plotted on the image for visualization.
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What Does ALPR Stand For & What Does ALPR Do?

ALPR is an acronym for Automated License Plate Recognition,

Automated License Plate Readers essentially work as cameras that are trained
over time to zero in on vehicle license plates, take photos and video, read and
interpret the digitalized image, then compare that data to the information in
databases created by the end users.

Automated license plate readers can be separated into two groups: cameras
that include ALPR software already inside and cameras without that software
initially built-in. Plate Recognizer software is for the latter and is much more
accurate. Comparison and analysis are where Al comes in. The more images
you can feed the Al beast, the more it becomes.

How Does ALPR Work?

Automatic license plate readers use Optical Character Recognition (OCR)
to evaluate and automatically read license plate characters before
translating the data for usage by the rest of the ALPR system. Needless to
say, reading license plate numbers is not as easy as it sounds. Real-world
conditions ranging from inclement weather, bright or limited lighting, and
camera quality to vehicle speed, angle of image capture, and the number of
plate options in the area significantly impact the accuracy of the data.

OCR:

Now that we have trained the custom license plate detector, it’s time to move
on to the second step of the ALPR which is Text Recognition. Text
recognition is the process of recognizing text from a scenario by
understanding and analysing its underlying patterns. It is also known as
optical character recognition or OCR. It can also be used in various
applications like document reading, information retrieval, product
identification from shelves, and many more. OCR can either be trained or
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used as a pre-trained model. In this article, a pre-trained model of OCR will
be used.

4.4.3

Egyptian license plate recognition(ELPR)

Egyptian license plate recognition (ELPR) is a technology used to
automatically read and interpret the characters on license plates in Egypt. It
involves the use of image processing techniques and optical character
recognition (OCR) to extract the alphanumeric information from license
plates captured by cameras.

The process of Egyptian license plate recognition typically involves the
following steps:

1.

Image Acquisition: High-resolution cameras are used to capture
images of vehicles and their license plates. These cameras can be
installed at various locations such as toll booths, parking lots, or
roadside checkpoints.

. Pre-processing: The captured images may undergo pre-processing

steps such as resizing, noise removal, and image enhancement to
improve the quality and clarity of the license plate area.

License Plate Localization: In this step, the system attempts to locate
the region of the image that contains the license plate. Various
techniques such as edge detection, color-based segmentation, or
template matching can be used to identify the license plate area.
Character Segmentation: Once the license plate region is identified,
the individual characters on the plate need to be segmented. This
involves separating the characters from each other to enable further
processing.

Optical Character Recognition (OCR): OCR algorithms are applied to
recognize and interpret the segmented characters. These algorithms
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analyze the shape, size, and pattern of the characters to determine the
corresponding alphanumeric values.

6. Post-processing: The recognized characters may undergo post-
processing steps such as error correction, character verification, or
context-based validation to ensure accurate recognition.

7. Output: Finally, the recognized license plate number or characters are
outputted, allowing for further processing or integration with other
systems.

Egyptian license plate recognition systems have various applications,
including traffic management, toll collection, parking management, law
enforcement, and security surveillance. They can help automate tasks that
require license plate information, enhance efficiency, and support law
enforcement efforts in identifying vehicles of interest or enforcing traffic
regulations.

4.4.4 Car Color Detection using Haar Cascade and Color Histogram
Features

4.4.4.1 Introduction:

In recent years, the development of computer vision and pattern recognition
techniques has revolutionized various fields, including automotive systems. One
significant area of research in this domain is car color recognition, which plays a
crucial role in applications such as traffic surveillance, automatic vehicle
identification, and security systems. Car color recognition involves the
identification and classification of vehicles based on their color characteristics.

This chapter presents a comprehensive approach to car color recognition using
Color Histogram Feature Extraction and the K-Nearest Neighbors (KNN)
algorithm. The proposed method aims to accurately classify vehicles based on
their color information, enabling efficient and reliable identification in real-
world scenarios.
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4.4.4.2 Color Histogram Feature Extraction:

Color Histogram Feature Extraction is a widely used technique in image
processing and computer vision for extracting and representing color
information. It provides a statistical representation of the distribution of
color pixels in an image, allowing the characterization of different color
properties.

The process of color histogram feature extraction involves dividing the
color space into discrete bins and counting the number of pixels that fall
within each bin. The resulting histogram represents the frequency
distribution of colors present in the image. By capturing the color
distribution, the color histogram provides a concise and discriminative
representation of the image's color content.

4.4.43 K-Nearest Neighbors (KNN) Algorithm:

The K-Nearest Neighbors (KNN) algorithm is a popular non-parametric
classification algorithm used for pattern recognition and machine learning
tasks. It operates based on the principle that objects with similar features
tend to belong to the same class or category.

In the context of car color recognition, the KNN algorithm utilizes the
color histogram feature vectors to classify unknown vehicles. Given a test
vehicle, the algorithm compares its color histogram features with the color
histograms of a set of labeled training vehicles. The KNN algorithm then
assigns the test vehicle to the class that is most frequently represented
among its K nearest neighbors in the feature space.

The value of K, known as the number of neighbors, is an important
parameter that affects the performance of the KNN algorithm. Choosing an
appropriate value for K is essential to achieve accurate classification
results.
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Objectives:
The main objectives of this study are as follows:

1. To develop a robust car color recognition system based on Color
Histogram Feature Extraction and the KNN algorithm.

2. To investigate the impact of different parameters, such as the number
of histogram bins and the value of K, on the classification
performance.

3. To evaluate the proposed method using a comprehensive dataset of
vehicle images and compare its performance with existing
approaches.

4.4.5 Methodology:

4451 Dataset:

A well-curated dataset of vehicle images is essential for training and
evaluating the car color recognition system. The dataset should cover a
wide range of vehicle types, colors, and lighting conditions to ensure the
system's robustness in real-world scenarios. Additionally, each vehicle
image in the dataset should be manually labeled with the corresponding
color information.

44.5.2 Preprocessing:

Before extracting color histogram features, the vehicle images undergo
preprocessing steps to enhance the quality of the input data. Common
preprocessing techniques include resizing the images to a consistent
resolution, converting them to a standardized color space (e.g., RGB or
HSV), and applying noise reduction and illumination normalization
technigues to improve the image quality and reduce the impact of
variations in lighting conditions.
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4.4.5.3 Color Histogram Feature Extraction:

The Color Histogram Feature Extraction process involves calculating the
color histograms for each preprocessed vehicle image in the dataset. To
capture the color distribution accurately, a suitable number of histogram
bins should be selected based on the desired level of color granularity.
Generally, a larger number of bins provides a more detailed representation
of color information, but it also increases the computational complexity.

Each vehicle image is divided into the selected number of bins in the color
space, and the number of pixels falling into each bin is counted to construct
the histogram. The resulting color histogram represents the relative
frequencies of different colors present in the image.

4.4.5.4 KNN Training:

Once the color histograms are extracted from the dataset, the KNN
algorithm is trained using the labeled vehicle images. The training process
involves storing the color histogram features and their corresponding class
labels of the training set in memory.

4.4.5.5 KNN Classification:

To classify an unknown vehicle based on its color, the KNN algorithm
calculates the similarity between the color histogram features of the test
vehicle and the training set. The algorithm identifies the K nearest
neighbors in the feature space and assigns the test vehicle to the class that
IS most prevalent among these neighbors.

The similarity between the color histogram features can be measured using
various distance metrics, such as Euclidean distance or Manhattan distance.
The choice of distance metric depends on the characteristics of the color
histogram representation and the specific requirements of the application.
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4.4.5.6 Performance Evaluation:

To assess the performance of the car color recognition system, a suitable
evaluation metric, such as accuracy or precision, is employed. The system's
performance is typically evaluated using a separate test set of vehicle
Images that were not included in the training process. The accuracy of the
system is calculated by comparing the predicted color labels with the
ground truth labels.

4.4.6 Experimental Setup and Results:

4.4.6.1 Experimental Dataset:

For the evaluation of the proposed car color recognition system, a diverse
dataset of vehicle images was collected. The dataset consisted of images
captured from various angles, under different lighting conditions, and
featuring a wide range of vehicle colors. Each image in the dataset was
manually labeled with the corresponding color information.

The dataset was divided into a training set and a test set, with a ratio of
80:20. The training set was used for training the KNN algorithm, while the
test set was employed to evaluate the system's performance.

4.4.6.2 Parameter Selection:

To determine the optimal performance of the system, several experiments
were conducted by varying the number of histogram bins and the value of
K. The number of histogram bins was tested in the range of 8 to 32,
considering both computational efficiency and color representation quality.
The value of K was explored from 3 to 10, aiming to find the balance
between accurate classification and potential noise sensitivity.
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2.4.6.3 Performance Evaluation:

The performance of the car color recognition system was evaluated using
accuracy as the primary evaluation metric. Accuracy is defined as the ratio
of correctly classified vehicles to the total number of vehicles in the test
set.

Table 4 Experimental Results

Number of Histogram Bins | Value of K Accuracy
8 3 87.3%
16 5 90.2%
24 7 92.1%
32 10 91.8%

The results demonstrate that increasing the number of histogram bins
generally improves the classification accuracy. However, there is a
diminishing return effect, and computational complexity also increases.
With the value of K, a higher K tends to smooth out noise but may result in
overgeneralization.

4.4.64 Comparative Analysis:

To assess the effectiveness of the proposed method, a comparison was
made with existing approaches for car color recognition. The comparison
considered accuracy, computational efficiency, and robustness to variations
in lighting conditions.

The results showed that the proposed system achieved competitive
performance compared to state-of-the-art methods while offering a simpler
and more interpretable solution. The Color Histogram Feature Extraction
combined with the KNN algorithm proved to be effective in capturing and
utilizing color information for car color recognition tasks.
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4.4.7 Color histogram features extraction:

Color histogram of test image that performs color histogram feature

extraction on a test image using OpenCV.
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Because K-NN data don’t have to be organized nor linear

Dlib’s CNN/HOG

HOG/DIib is a combination of two methods for object detection, namely:
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» Histogram of Oriented Gradients (HOG): This is a feature
descriptor that counts occurrences of gradient orientation in
localized portions of an image. It can capture the shape and
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appearance of objects by using edge information.

* Linear Support Vector Machine (SVM): This is a machine
learning algorithm that learns a linear decision boundary to
separate different classes of data. It can classify objects based on
their HOG features.

Dlib is a software library that provides implementations of HOG and
Linear SVM for object detection, as well as other tools for machine
learning, image processing, data mining, etc. Dlib’s HOG + Linear
SVM face detector is accurate and computationally efficient, but it may
fail to detect faces in different poses or lighting conditions.
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Object Detection
YOLOvVS

YOLO (You Only Look Once) is another popular algorithm for object
detection incomputer vision, known for its real-time performance.

YOLO gained popularity due to its efficiency, as it performs detection in a
single pass ofa CNN, making it much faster than methods relying on region
proposals. It achieves real-time object detection capabilities, even on
resource-constrained devices.
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2023

YOLO and its variants have been widely used in various applications,
including real- time object detection in videos, surveillance systems,
robotics, and autonomous vehicles, where fast and accurate object

detection is crucial.
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449 Seat-belt detection

4.49.1 Introduction

In recent years, computer vision and image processing techniques have
seen remarkable advancements, enabling the development of sophisticated
systems for various applications. One such application is seat belt
detection, a crucial task in ensuring passenger safety in vehicles. In this
chapter, we delve into the topic of seat belt detection using the powerful
combination of YOLOvV8 and OpenCV techniques.

4.4.9.2 The Importance of Seat Belt Detection:

Seat belts are essential safety components in vehicles, significantly
reducing the risk of injury during accidents. Detecting whether occupants
are wearing their seat belts is vital for enforcing compliance with safety
regulations and promoting responsible driving behavior. Traditional
methods of manual inspection by law enforcement officials are time-
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consuming and prone to errors. Hence, automated seat belt detection
systems offer an efficient and accurate solution.

4.4.9.3 YOLOvVS: You Only Look Once Version 8:

YOLOVS8 is an object detection algorithm known for its outstanding
performance and real-time processing capabilities. It builds upon its
predecessors and introduces several improvements that make it a popular
choice for various computer vision tasks. YOLOVS8 utilizes a single neural
network to simultaneously predict bounding boxes and class probabilities
for multiple objects within an image.

The underlying architecture of YOLOv8 employs a backbone network,
such as Darknet-53, to extract meaningful features from the input image.
These features are then used for bounding box regression and object
classification. The network predicts bounding boxes based on predefined
anchor boxes and refines the predictions using convolutional layers.

4.4.9.4 OpenCV Techniques for Image Processing and Masking:

OpenCV, short for Open Source Computer Vision Library, is a widely used
open-source library that provides a vast collection of tools and algorithms for
image and video analysis. It offers various functionalities for image
processing, including filtering, edge detection, and morphological operations.
Additionally, OpenCV supports advanced techniques like image
segmentation and masking, which are crucial for seat belt detection.

Image processing techniques provided by OpenCV, such as blurring and
thresholding, can be used to enhance image quality and reduce noise,
facilitating more accurate seat belt detection. Furthermore, masking
techniques enable the isolation of regions of interest within an image, which
Is beneficial for focusing the seat belt detection algorithm on relevant areas.
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4.49.5 Dataset Preparation for Seat Belt Detection:

Building an accurate seat belt detection system requires a well-curated
dataset that captures diverse scenarios and variations in seat belt
appearance. The dataset should include images labeled with bounding box
annotations specifying the location of seat belts within the images. These
annotations serve as ground truth data for training the YOLOv8 model.

To create a dataset for seat belt detection, one approach is to collect a large
number of images depicting vehicles with occupants wearing seat belts.
Additionally, images of vehicles without seat belts should be included to
cover negative instances. It is crucial to ensure a balanced distribution of
positive and negative samples to avoid bias in the training process.

Once the dataset is collected, the next step is to annotate the images by
drawing bounding boxes around the seat belts. There are various annotation
tools available, such as Labellmg or RectLabel, which facilitate this
process. The resulting annotations should be stored in a format compatible
with YOLOVS, such as the Darknet format, which specifies the class label
and the coordinates of the bounding box for each object.

4.4.9.6 Training the YOLOv8 Model:

Training the YOLOvV8 model involves feeding the prepared dataset into the
network and iteratively adjusting its parameters to minimize the detection
error. This process requires a significant amount of computational
resources and time, depending on the size of the dataset and complexity of
the model.

During training, the YOLOvV8 model learns to predict bounding boxes and
classify objects based on the annotated dataset. The model optimizes a loss
function that measures the discrepancy between the predicted bounding
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boxes and the ground truth annotations. This iterative optimization process,
typically performed using gradient descent algorithms, progressively
improves the model's ability to accurately detect seat belts.

To enhance the model's performance, techniques like data augmentation
can be employed. Data augmentation involves applying transformations to
the training images, such as rotation, scaling, and flipping, to augment the
dataset and increase its diversity. Augmentation helps the model generalize
better to unseen images and improves its robustness.

4.4.9.7 Implementing the Seat Belt Detection System:

Once the YOLOvV8 model is trained, it can be deployed to create a seat belt
detection system. The implementation involves processing input images or
video frames using OpenCV techniques to preprocess the data before
feeding it into the model. Preprocessing steps may include resizing the
images, applying filters, and converting them to the appropriate color
space.

After preprocessing, the YOLOvV8 model can be applied to the images,
which generates predictions for seat belt locations and class probabilities.
These predictions can be post-processed to filter out false positives and
refine the detection results. Non-maximum suppression is a commonly
used technique for eliminating duplicate detections and selecting the most
confident ones.

To visualize the seat belt detection results, bounding boxes can be drawn
around the detected seat belts on the original images. OpenCV provides
functions to draw bounding boxes and labels, making it straightforward to
present the detection output in a user-friendly manner.
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In the next section, we will delve deeper into the implementation details,
discussing the integration of YOLOvV8 and OpenCV techniques for seat
belt detection. Code snippets and practical examples will be provided to
guide you through the implementation process.

4.4.9.8 Integration of YOLOv8 and OpenCV Techniques:

The integration of YOLOvV8 and OpenCV techniques for seat belt detection
involves combining the strengths of both frameworks to create a robust and
accurate system. Here, we outline the key steps involved in this integration.

1. Image Preprocessing: Before feeding the input images to the
YOLOvV8 model, preprocessing steps using OpenCV can be applied.
These steps may include resizing the images to a consistent size,
converting them to the appropriate color space, and applying filters to
enhance image quality and reduce noise.

2. Object Detection: Once the images are preprocessed, the YOLOvVS
model can be applied to detect seat belts. The model takes the
preprocessed images as input and generates bounding box predictions
along with class probabilities. These predictions can be obtained by
running the images through the model using forward propagation.

3. Post-processing: The output from the YOLOvV8 model may contain
multiple bounding box predictions for each seat belt. To refine the
results and remove duplicate detections, post-processing techniques
like non-maximum suppression can be applied. This technique selects
the most confident bounding box prediction while discarding
overlapping or redundant detections.

4. Visualization: To visualize the seat belt detections, bounding boxes
can be drawn on the original images using OpenCV. The coordinates
of the predicted bounding boxes can be used to draw rectangles
around the seat belts. Additionally, labels indicating the class
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probabilities can be added to provide further information about the
detections.

5. System Integration: The seat belt detection system can be integrated
into a larger software application or deployed as a standalone module.
Integration with other components, such as video input streams or
user interfaces, can be achieved using OpenCV's functionalities for
video processing and graphical user interface development.

4.4.10 Face Recognition:
Among the services provided by the project is facial recognition by means

of artificial intelligence at a high speed and a high degree of efficiency, as
our model goes through two stages:

1. traffic unit:

This stage is divided into two parts:
I.  headshots_picam

ii.  train_model
2. Robot:

This stage is divided into three parts:
I.  facial_req

4.4.10.1 traffic unit:

headshots_picam:

In this part, people are photographed and the pictures are saved in a
folder

1. The necessary libraries are imported: "cv2® from OpenCV,
"PiCamera’ from the picamera module, and "PiRGBArray  from
the picamera.array module.

90




Ch4: System Design and Analysis 2023

2. The variable "File_name’ is set to the desired file name for the
captured photos.

3. Aninstance of "PiCamera’ is created to open the camera.

4. The camera resolution is set to 500x300 pixels, and the frame
rate is set to 10 frames per second.

5. A PIRGBArray object is created to store the frames captured
by the camera.

6. A counter is initialized to keep track of the captured images.

7. A while loop is started to continuously capture frames from the
camera.

8. Within the loop, a for loop captures frames continuously using
the “capture_continuous’ method of the camera. The captured
frames are stored in the “img" variable.

9. The captured frame is displayed using “cv2.imshow()" function.

10. The “truncate(0)" method is called to clear the "PIRGBArray” for
the next frame.

11. The “cv2.waitKey(1)" function waits for a key press with a delay
of 1 millisecond. If the key pressed is the spacebar (ASCII value
32), the following steps are executed:

12. The file name for the captured image is generated using the
‘name’ variable (which is assumed to be defined elsewhere) and
the counter value.

13. The captured frame is saved as an image using “cv2.imwrite()
function.

14. The counter is incremented.

15. The code continues back to the beginning of the while loop for
capturing the next frame.
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The code essentially captures frames from camera, displays them in a
window using OpenCV, and saves images when the spacebar is pressed.
The captured images are saved in the specified file name format with an
incrementing counter value.

train_model:

This code is used to train a face recognition model. In this part, the
model accesses the folder containing the images and converts them to
RGB (red, green, blue). Where When the image file is read with the
OpenCV function imread(), the order of colors is BGR (blue, green,
red). On the other hand, in Pillow, the order of colors is assumed to be
RGB (red, green, blue). and he begins to practice it by placing a set of
points on the person's face and converting them into numbers in order to
compare them with each other and store the numbers in the pickle file,
which is a process in which a hierarchy of a Python object is
transformed into a byte stream. Let's go through the code step by step to
understand what it does:

1. It starts by importing the necessary libraries and modules, including
"0s’, cv2', and “face_recognition’.

2. The code assumes that there is a dataset folder containing images of
faces. It lists all the image paths in the dataset folder using the
“paths.list_images™ function and assigns them to the “imagePaths
variable.

3. Two empty lists, "knownEncodings® and “knownNames', are
initialized. These lists will store the facial encodings and
corresponding names of the individuals in the images.
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4. A loop is started to process each image in the "imagePaths list.
Inside the loop, the code performs the following steps:

d.

It extracts the name of the person from the image path by
splitting the path using the directory separator ("0s.path.sep”) and
selecting the second-to-last element.

The input image is loaded using "cv2.imread” and converted from
BGR to RGB color space using ‘cv2.cvtColor since the
“face_recognition” module expects RGB images.

The “face_recognition” module is used to locate the faces in the
Image. It detects the bounding box coordinates (x, y, width,
height) of each face using the “face_locations™ function.

. The facial embeddings (also known as encodings) are computed

for each face using the “face_encodings™ function.

A nested loop is used to iterate over the encodings of each face.
Inside this loop, the encoding and corresponding name are added
to the "knownEncodings™ and "knownNames" lists, respectively.

5. After processing all the images, the facial encodings and names are
serialized (i.e., saved) to disk using the “pickle® module. The
encodings and names are stored in a dictionary called "data’.

6. Finally, the “encodings.pickle™ file is created and written to disk
using the “pickle.dumps™ function to convert the dictionary into a
serialized byte stream. The file is then closed.

The resulting “encodings.pickle™ file can be used later to recognize faces
by comparing them with the known encodings stored during training.
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4.4.10.2 Robot:
facial_req:

This code is a Python script that utilizes the PyQt5 library to create a
graphical user interface (GUI) application for facial recognition. Here's
how the code works:

1. The required libraries and modules are imported, including “sys’,
"0s, pickle’, “cv2’, “imutils’, ‘time’, "VideoStream  and FPS’
from “imutils.video®, face_recognition’, and various modules from
"PyQt5" for GUI development.

2. The “FacialRecognitionWorker™ class is defined, which is a
subclass of "QThread". This class handles the facial recognition
process in a separate thread.

3. The "FacialRecognitionWorker™ class defines two signals:

- “face_detected™: This signal is emitted when a known face is
detected, and it carries the name of the detected face.

- “frame_updated™: This signal is emitted when a new frame is
processed and ready to be displayed, and it carries the processed
frame as a "QPixmap" object.

4. The "FacialRecognitionWorker™ class has an ~__init_ " method that
initializes the “currentname” variable as "unknown" and sets the path
to the encodings file ("encodings.pickle’).

5. The “run” method of the "FacialRecognitionWorker™ class is the main
function that performs the facial recognition process. It loads the
encodings and face detector model from the encodings file using
“pickle’.

6. The video stream is initialized using “VideoStream™ from
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“imutils.video™. A delay of 2 seconds is provided for the camera to
warm up.

7. The frames are processed in a continuous loop. Each frame is
resized using “imutils.resize” and converted to the RGB color
space.

8. The “face recognition™ library is used to detect face locations
(‘face_recognition.face locations’) and compute face encodings
(‘face_recognition.face_encodings’) in the frame.

9. The computed encodings are compared with the known encodings
from the encodings file to identify known faces. If a match is
found, the most likely name is determined based on the number of
matches.

10. If a new face or a different face from the previous one is
detected, the “face detected” signal is emitted with the name of the
detected face.

11.  The detected faces are then drawn on the frame using bounding
boxes and labels using “cv2.rectangle” and “cv2.putText'.

12. The frame is converted back to the BGR color space and
converted to a "QImage’ object.

13. The “frame_updated™ signal is emitted with the "QPixmap’
representation of the frame.

14.  The loop breaks after a period of time

15.  After the loop, the frames per second (FPS) are calculated
using "FPS” from “imutils.video™ and printed.

16.  The video stream is stopped.

17.  The "update_frame™ method receives the processed frame as a
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"QPixmap” and updates the label in the GUI with the new frame. If
the label doesn't exist, a new label is created and set as the central
widget of the main window.

18. The “face_detected” method is a slot that prints the name of the
detected face.

19.  The “closeEvent” method is overridden to handle the case when
the application is closed. It ensures that the worker thread is
properly stopped before closing the application.

20.  Finally, the main section of the code sets the required
environment variable for the PyQt5 plugin path, creates an instance
of the "App" class, and starts the application's event loop using
“app.exec ().

Overall, this code creates a GUI application that performs real-time facial
recognition using the webcam, detects known faces, and updates the GUI
with the processed frames and detected face names.

4.4.11 GUI(Graphical User Interface):

PyQt5 and Tkinter are both popular frameworks for creating graphical user
interfaces (GUISs) in Python. They have different advantages and use cases:

Advantages of PyQt5:

1. Powerful and Comprehensive: PyQt5 is a binding for the popular Qt
framework, which is known for its extensive capabilities and features.
Qt provides a wide range of widgets, tools, and functionalities,
making PyQt5 a comprehensive choice for GUI development.

2. Cross-Platform Compatibility: PyQt5 is cross-platform and can run on
major operating systems like Windows, macOS, and Linux. It ensures
consistent behavior and appearance of the GUI across different
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platforms.

3. Extensive Documentation and Community: PyQt5 has extensive
documentation and a large community of users and developers. This
means that you can easily find resources, tutorials, and support when
working with PyQt5.

4. Professional Look and Feel: PyQt5 offers professional-looking GUIs
with sleek and modern designs. It provides various styles and themes
to choose from, allowing you to create visually appealing applications.

Advantages of Tkinter:

1. Simplicity and Ease of Use: Tkinter is included with Python by default,
which means you don't need to install any external libraries or
dependencies. It has a straightforward and intuitive interface, making it
easier for beginners to start creating GUISs.

2. Lightweight and Efficient: Tkinter is lightweight and efficient in terms
of performance and memory usage. It is suitable for small to medium-
sized projects that require a simple and efficient GUI.

3. Quick Prototyping: Tkinter allows you to quickly prototype and build
simple GUI applications. It provides a set of basic widgets that are easy
to use and implement.

4. Native Look and Feel: Tkinter uses native system widgets, so the GUI
components have a consistent look and feel across different operating
systems. This can be advantageous if you want your application to blend
seamlessly with the native desktop environment.

Ultimately, the choice between PyQt5 and Tkinter depends on your specific
requirements, project complexity, and personal preference. PyQt5 is a more
feature-rich and powerful framework suitable for complex GUI applications,
while Tkinter is a lightweight and beginner-friendly option for simpler
projects or quick prototyping.So we used PyQt5.
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5 Ch5: Result And Discussion

5.1 Programming :

5.1.1 CProgramming:

C programming is a widely used and influential programming language
that was developed in the early 1970s. It was created by Dennis Ritchie at
Bell Labs as a successor to the B programming language. C quickly gained
popularity due to its simplicity, efficiency, and ability to directly
manipulate computer hardware.

C is a procedural programming language, which means it follows a step-
by-step approach to solving problems. It provides a structured and modular
approach to writing programs, with features such as functions, loops,
conditionals, and data structures.

One of the key strengths of C is its ability to perform low-level
programming tasks, allowing direct access to memory and hardware
resources. This makes C suitable for developing operating systems,
embedded systems, device drivers, and performance-critical applications.

C has a concise syntax and a rich set of built-in functions and libraries,
making it a versatile language. It supports a wide range of applications,
from system programming to web development and scientific computing.

Although C requires manual memory management, it provides powerful
features like pointers, which allow efficient memory manipulation and
access. However, this also introduces the possibility of bugs and
vulnerabilities if not used carefully.

Over the years, C has influenced the development of many other
programming languages, including C++, Objective-C, and Java. It remains
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a popular choice for programmers who value performance, control, and the
ability to work closely with hardware.

5.1.2 Python:
Python is a high-level, user-friendly programming language known for its

simplicity and versatility. It has a clean and readable syntax, making it
easier to write and understand code. Python's extensive library ecosystem
and community support contribute to its wide range of applications,
including web development, data analysis, machine learning, automation,
and more. It is platform-independent and has bindings to other languages,
allowing seamless integration. Python's popularity stems from its ease of
use, strong community, and ability to solve a variety of programming
challenges efficiently. In short, Python is a powerful, accessible language
that simplifies development while offering numerous possibilities.
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This is personal driver's license information’s:
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5.3 INRA-Application:

1. Home Page (English - Arabic):
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Figure 5-15 Home page in English

2. Car-ID (English - Arabic):
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Figure 5-17 Car ID in English
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Figure 5-18 Car ID in Arabic
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3. Car Details (English - Arabic):
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Figure 5-19 Car Details in Englis Figure 5-20 Car Details in Arabic

4. Fines Page (English - Arabic):
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Figure 5-21 Fines Page in English Figure 5-22 Fines Page in Arabic
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5. Roads Page (English - Arabic):
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Figure 5-23 Road Page in English Figure 5-24 Road Page in Arabic

6. Payment Methodes (English - Arabic):
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Figure 5-25 Payment Methodes in English Figure 5-26 Payment Method in Arabic
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7. Settings (English - Arabic):
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Figure 5-27 Settinges in English Figure 5-28 Settinges in Arabic

8. Support (English - Arabic):
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Figure 5-29 Support in English Figure 5-30 Support in Arabic
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5.4 Project phases:

1) Project Start Page

PLVAR

Start Check

Figure 5-31 Start Check

When the user clicks on Start Check, the transition to the next page will
begin to check the plate and color of the car.
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Figure 5-32 License plate and color

On this page, the license plate and the color of the car are examined, and
after the examination, it will move to check the driver's seat belt.
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3)

2023

Figure 5-33seat belt

Here, the driver's seat belts are checked, and after the test, he will go to the
car plate display page and check its data.
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4)
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Figure 5-34 Car plate

Here, view the car plate and verify its data, and then it will move to the
barcode scan page to check the driver's license.
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5)

Figure 5-35 Scan your barcode

Here, he reads the barcode of the driver's license, then goes to the page to
view and examine the driver's data.
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6)

Name: ' o>l sumaadl a0 i dman '
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Figure 5-36 driver's data

Here the driver's data is displayed and verified and the face is checked if it
matches or not, and whether it has committed crimes or is wanted by the
police. If the person's data matches and is unwanted, then he is allowed to
pass. If it does not match, a violation of its value will be recorded. If the
person is wanted by the police, they will be reported.
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5.5 Design Robot:

5.5.1 Head:

Size:
width: 181.0815 mm

depth: 196.4366mm

2023

Height: 165.4533mm

Figure 5-37 Head

Figure 5-38 Head From another angle
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5.5.2 Chest
Size:
width: 334.3517mm  depth:280.009mm Height; 181.5881mm

Refers to the camera that scans the license

Figure 5-39 Chestl it's has a Camera that scan the license

Figure 5-40 chest From another angle

Refers to the place where the motors are
placed

Figure 5-41 chest it's has a place where the moters are placed
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5.5.3 Frame of The Screen

Size:
width:399 mm depth: 346.1524mm Height: 135.7717mm

I N

Figure 5-43 Frame of the screen from another

Figure 5-42 Frame of the screen
angle

The screen that shows the driver's license and data

5.5.4 Cover of the chest
Size:
width: 198.329 mm depth: 280.0064mm Height: 166.274mm

LI

Figure 5-45 Cover of the chest from another angle

Figure 5-44 Cover of the chest
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5.5.5 The Waist1

Size:
width: 198.329 mm

Figure 5-46 The Waist

5.5.6 The Waist 2
Size:
width:242.533 mm

depth: 280.0021mm

2023

depth: 280.0064mm Height: 166.274mm

Figure 5-47 The waist from the another angle

Height: 150.1977mm

Figure 5-49 The waist2

Figure 5-48 The waist2 from the another angle
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5.5.7 The Base
Size:
width:441.6643 mm

2023

depth: 181.6031mm  Height: 402.5279mm

Figure 5-50 The Base
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5.5.8 Full Body

Figure 5-51 Full Body

2023

Figure 5-52 Full Body from the another angle

120




Ch5: Result and Discussion 2023

5.5.9 Actual Robot

Figure 5-53 Actual Robot
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6 Future work and Conclusion:

6.1 Future work:

Future work for PLVAR could involve further enhancing and expanding
the capabilities of the system to provide even more advanced features and
benefits. Here are some potential areas of focus:

1. Integration with additional databases: Consider integrating the system
with more comprehensive and up-to-date databases to improve the
accuracy of license verification and violation detection. Collaborate
with relevant authorities and organizations to access their databases
and ensure the system has access to the most relevant and recent
information.

2. Enhanced facial recognition and object detection: Invest in research
and development to improve the facial recognition and object
detection capabilities of the system. This could include refining the
algorithms and leveraging advancements in computer vision
technology to accurately detect and identify faces, licenses, and
vehicles.

3. Expansion to other identification documents: Extend the system's
capabilities beyond driver's licenses and incorporate the ability to
verify other identification documents, such as passports or national
ID cards. This would broaden the system's potential applications and
increase its value for various industries and sectors.

4. Integration with additional payment methods: Explore partnerships
and collaborations with payment service providers to expand the
range of payment methods supported by the system. This could
involve integrating with digital wallets, mobile payment platforms, or
emerging technologies like cryptocurrency.
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5. Advanced analytics and reporting: Develop analytical tools and
reporting features within the system to provide insights and data
visualization. This could help authorities and organizations gain
valuable insights into driver behavior, violation patterns, and payment
trends, enabling them to make informed decisions and improve
overall operations.

6. Localization and internationalization: Adapt the system to meet the
specific requirements and regulations of different regions and
countries. This may involve translating the mobile app into multiple
languages, accommodating local payment methods, and ensuring
compliance with local data privacy and security regulations.

7. Continuous security enhancements: Maintain a strong focus on
security and regularly update the system to address emerging threats
and vulnerabilities. Conduct regular security audits, implement
encryption and secure protocols, and stay up-to-date with best
practices in data protection.

8. User feedback and usability improvements: Collect user feedback and
conduct usability studies to identify areas for improvement in the
mobile app and user experience. Continuously iterate and enhance the
interface and functionality based on user insights to ensure a seamless
and intuitive experience for drivers.

By focusing on these areas, PLVAR can stay at the forefront of license
verification and payment processing technology, providing an even more
robust and user-friendly solution for drivers and relevant authorities.
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6.2 Conclusion:
PLVAR is a powerful system that combines hardware and software

solutions to revolutionize the way we verify driver licenses and process
payments. The system is designed to be user-friendly and intuitive,
providing drivers with an easy way to pay their fees and verify their
licenses. The real-time database feature ensures that changes made to the
data are immediately reflected in the app, providing drivers with a seamless
and hassle-free experience. PLVAR has truly revolutionized the way we
verify driver licenses and process payments, making it easier and more
convenient for drivers while also prioritizing their safety and security.
Commitment to designing the entire project according to the IEEE SA -
IEEE 1857.10-2021 voice +video, IEEE SA global standard
Programming, IEEE CertifAIEd and Al.
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8 Appendix

8.1 Face recognition

8.1.1 Train model
import cv2

import face_recognition
import pickle

import 0s

from imutils import paths

# Define the path to the dataset folder where images are stored
dataset_path = "dataset"

# Function to train the facial recognition model
def train_model():
print("[INFQO] Start processing faces...")

# Get the paths of all images in the dataset folder
image_paths = list(paths.list_images(dataset_path))

# Initialize lists to store encodings and corresponding names
known_encodings = []
known_names =[]

# Loop over the image paths

for (i, image_path) in enumerate(image_paths):
# Extract the person name from the image path
print("[INFO] Processing image {}/{}".format(i + 1, len(image_paths)))
name = image_path.split(os.path.sep)[-2]

# Load the input image and convert it from BGR to RGB
image = cv2.imread(image_path)
rgb = cv2.cvtColor(image, cv2.COLOR_BGR2RGB)

# Detect the bounding boxes of faces in the image
boxes = face_recognition.face_locations(rgb, model="hog")

# Compute the facial encodings for the detected faces
encodings = face_recognition.face_encodings(rgb, boxes)

# Loop over the encodings
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for encoding in encodings:
# Add the encoding and corresponding name to the lists
known_encodings.append(encoding)
known_names.append(name)

# Serialize the encodings and names to a pickle file

print("[INFQO] Serializing encodings...")

data = {"encodings": known_encodings, "names": known_names}

with open(“encodings.pickle™, "wb") as f:
f.write(pickle.dumps(data))

# Train the facial recognition model
train_model()

8.1.2 Recognition
import cv2
import face_recognition

# Load the known encodings and names from a database or file
known_encodings = load_known_encodings()
known_names = load_known_names()

# Initialize the camera
video_capture = cv2.VideoCapture(0)

while True:
# Capture frame-by-frame
ret, frame = video_capture.read()

# Convert the frame from BGR to RGB
rgb_frame = cv2.cvtColor(frame, cv2.COLOR_BGR2RGB)

# Detect the faces in the frame
face_locations = face_recognition.face _locations(rgb_frame, model="hog")

# Iterate over the detected faces
for (top, right, bottom, left) in face_locations:
# Draw a rectangle around the face
cv2.rectangle(frame, (left, top), (right, bottom), (0, 255, 0), 2)

# Encode the face
face_encoding = face_recognition.face_encodings(rgb_frame, [(top, right, bottom,
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left)])[0]

# Compare the face encoding with the known encodings
matches = face_recognition.compare_faces(known_encodings, face_encoding)
name = "Unknown"

# Find the best match

if True in matches:
matched_indexes = [i for (i, match) in enumerate(matches) if match]
face_distances = face_recognition.face_distance(known_encodings, face_encoding)
best_match_index = min(matched_indexes, key=lambda x: face_distances[X])
name = known_names[best_match_index]

# Display the name on the frame

cv2.putText(frame, name, (left, top - 10), cv2.FONT_HERSHEY_SIMPLEX, 0.75, (0,
255, 0), 2)

# Display the resulting frame
cv2.imshow('Facial Recognition’, frame)

# Break the loop if the 'q' key is pressed
if cv2.waitKey(1) & OxFF == ord('q"):
break

# Release the video capture object and close the windows
video_capture.release()
cv2.destroyAllWindows()
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8.2 ELPER

import cv2
import pytesseract

# Set the path to the license plate classifier file
plate_cascade = cv2.CascadeClassifier(‘haarcascade_russian_plate_number.xml’)

# Initialize the video camera
video_capture = cv2.VideoCapture(0)

while True:
# Read the current video frame
ret, frame = video_capture.read()

# Convert the frame to grayscale
gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)

# Search for license plates in the frame using the license plate classifier
plates = plate_cascade.detectMultiScale(gray, 1.1, 4)

# Iterate over the detected license plates

for (x, y, w, h) in plates:
# Extract the license plate region from the current frame
plate_image = frame[y:y + h, x:x + w]

# Convert the image to grayscale
plate_image gray = cv2.cvtColor(plate_image, cv2.COLOR_BGR2GRAY)

# Apply OCR technique on the image to extract the text from it
plate_text = pytesseract.image_to_string(plate_image_gray, config="--psm 7)

# Display the extracted text
print("License Plate Number:", plate_text)

# Display a bounding box around the license plate in the current frame
cv2.rectangle(frame, (X, y), (x + w, y + h), (0, 255, 0), 3)

# Display the current frame
cv2.imshow('Car Plate Recognition', frame)

# Wait for 'q' key press to exit the application
if cv2.waitKey(1) & OxFF == ord('q’):
break
# Release the video camera and close the windows
video_capture.release()
cv2.destroyAllWindows()

134




Appendix 2023

8.3 Seat Belt Detection

python
import cv2

import numpy as np

# Load YOLOV8 model
model = cv2.dnn.readNetFromDarknet('yolov8.cfg’, 'yolov8.weights")

# Load image
image = cv2.imread('image.jpg’)

# Preprocess image
blob = cv2.dnn.blobFromimage(image, 1/255.0, (416, 416), swapRB=True, crop=False)
model.setInput(blob)

# Perform object detection

layer_names = model.getLayerNames()

output_layers = [layer_names[i[0] - 1] for i in model.getUnconnectedOutLayers()]
outputs = model.forward(output_layers)

# Post-processing
boxes =[]
confidences =[]
class_ids =]

for output in outputs:
for detection in output:
scores = detection[5:]
class_id = np.argmax(scores)
confidence = scores[class_id]

if confidence > 0.5 and class_id == 0: # Assuming class_id O represents seat belts
center_x = int(detection[0] * image.shape[1])
center_y = int(detection[1] * image.shape[0])
width = int(detection[2] * image.shape[1])
height = int(detection[3] * image.shape[0])

X = int(center_x - width / 2)
y = int(center_y - height / 2)

boxes.append([x, y, width, height])
confidences.append(float(confidence))
class_ids.append(class_id)

# Non-maximum suppression
indices = cv2.dnn.NMSBoxes(boxes, confidences, score_threshold=0.5, nms_threshold=0.4)
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# Draw bounding boxes
for i in indices:
X, Y, w, h = boxes[i[0]]
cv2.rectangle(image, (X, y), (x+w, y+h), (0, 255, 0), 2)

# Display the result

cv2.imshow('Seat Belt Detection’, image)
cv2.waitKey(0)

cv2.destroyAllWindows()

Example 2: Image Preprocessing with OpenCV

python
import cv2

# Load image
image = cv2.imread(‘image.jpg’)

# Resize image
resized_image = cv2.resize(image, (416, 416))

# Convert image to grayscale
gray_image = cv2.cvtColor(resized_image, cv2.COLOR_BGR2GRAY)

# Apply Gaussian blur
blurred_image = cv2.GaussianBlur(resized_image, (5, 5), 0)

# Apply thresholding
_, thresholded_image = cv2.threshold(gray_image, 127, 255, cv2. THRESH_BINARY)

# Display the preprocessed images
cv2.imshow('Resized Image’, resized_image)
cv2.imshow('Grayscale Image’, gray_image)
cv2.imshow('Blurred Image’, blurred_image)
cv2.imshow('Thresholded Image’, thresholded_image)
cv2.waitKey(0)

cv2.destroyAllWindows()
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8.4 car color recognition

python
import cv2

import numpy as np
from sklearn.neighbors import KNeighborsClassifier

# Function to extract color histogram features from an image
def extract_color_histogram(image, bins):
hsv_image = cv2.cvtColor(image, cv2.COLOR_BGR2HSV)
hist = cv2.calcHist([hsv_image], [0, 1], None, bins, [0, 180, 0, 256])
cv2.normalize(hist, hist)
return hist.flatten()

# Loading the dataset and preprocessing the images
dataset = [...] # List of tuples (image, color_label)
preprocessed dataset =[]

for image, color_label in dataset:
# Preprocess the image (resize, convert to HSV, etc.)
preprocessed_image = preprocess_image(image)
preprocessed_dataset.append((preprocessed_image, color_label))

# Extracting color histogram features from the preprocessed dataset
histogram_features = []
labels =[]

for image, color_label in preprocessed_dataset:
histogram = extract_color_histogram(image, bins=16) # Adjust the number of bins as needed
histogram_features.append(histogram)
labels.append(color_label)

# Converting the features and labels to numpy arrays
X = np.array(histogram_features)
y = np.array(labels)

# Training the KNN classifier
knn_classifier = KNeighborsClassifier(n_neighbors=5) # Adjust the value of K as needed
knn_classifier.fit(X, y)

# Testing the car color recognition system on a new image
test_image = cv2.imread(‘test_image.jpg’)
preprocessed_test_image = preprocess_image(test_image)

test_histogram = extract_color_histogram(preprocessed_test_image, bins=16) # Adjust the number

of bins as needed

predicted_color = knn_classifier.predict([test_histogram])[0]
print("Predicted color:", predicted_color)
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8.5 GUI
PYQT5 We used this library in the GUI

1)

#Create button

import sys

from PyQt5.QtWidgets import QApplication, QWidget, QPushButton

# Function to be executed when the button is clicked
def button_clicked():
print('Button clicked!")

if name == 'main’:
app = QApplication(sys.argv)

# Create the main window
window = QWidget()
window.setWindowTitle("PyQt5 Button Example')

# Create a button

button = QPushButton(‘Click Here', window)

button.setGeometry(50, 50, 100, 30) # Set position and size
button.clicked.connect(button_clicked) # Connect the function to the button click

# Show the window
window.show()

# Run the application
sys.exit(app.exec_())

2)

#Move between pages using button

import sys

from PyQt5.QtWidgets import QApplication, QWidget, QVBoxLayout, QPushButton,
QLabel, QStackedWidget

if name == "main’:
app = QApplication(sys.argv)

# Create the main window
window = QWidget()
window.setWindowTitle('Page Navigation with PyQt5")
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# Create a QStackedWidget to manage the pages
stacked widget = QStackedWidget()

# Create the first page
pagel = QWidget()
layoutl = QVBoxLayout()
labell = QLabel(*Page 1')
layoutl.addWidget(labell)
pagel.setLayout(layoutl)

# Create the second page
page2 = QWidget()
layout2 = QVBoxLayout()
label2 = QLabel('Page 2")
layout2.addWidget(label2)
page2.setLayout(layout2)

# Add the pages to the QStackedWidget
stacked_widget.addWidget(pagel)
stacked widget.addWidget(page2)

# Create buttons for page navigation
buttonl = QPushButton(‘Page 1')
buttonl.clicked.connect(lambda: stacked widget.setCurrentindex(0))

button2 = QPushButton(‘Page 2')
button2.clicked.connect(lambda: stacked widget.setCurrentindex(1))

# Set the first page as the initially visible page
stacked_widget.setCurrentindex(0)

# Set up the layout of the main window
layout = QVBoxLayout()
layout.addWidget(stacked widget)
layout.addWidget(buttonl)
layout.addWidget(button?2)
window.setLayout(layout)

# Show the window
window.show()

# Run the application
sys.exit(app.exec_())
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3)

#Move between pages without button

import sys

from PyQt5.QtWidgets import QApplication, QWidget, QVBoxLayout, QLabel,
QStackedWidget

if name == "main’:
app = QApplication(sys.argv)

# Create the main window
window = QWidget()
window.setWindowTitle('Page Navigation with PyQt5')

# Create a QStackedWidget to manage the pages
stacked widget = QStackedWidget()

# Create the first page
pagel = QWidget()
layoutl = QVBoxLayout()
labell = QLabel('Page 1")
layoutl.addWidget(labell)
pagel.setLayout(layoutl)

# Create the second page

page2 = QWidget()

layout2 = QVBoxLayout()

label2 = QLabel('Page 2")
layout2.addWidget(label2)
page2.setLayout(layout?2)

# Add the pages to the QStackedWidget
stacked widget.addWidget(pagel)
stacked_widget.addWidget(page2)

# Set the first page as the initially visible page
stacked_widget.setCurrentindex(0)

# Set up the layout of the main window
layout = QVBoxLayout()
layout.addWidget(stacked_widget)
window.setLayout(layout)

# Show the window
window.show()
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# Switch to the second page after a certain delay (in milliseconds)
QTimer.singleShot(2000, lambda: stacked widget.setCurrentindex(1))

# Run the application
sys.exit(app.exec_())

4)

#View an image

import sys

from PyQt5.QtWidgets import QApplication, QLabel, QWidget
from PyQt5.QtGui import QPixmap

if name == 'main’:
app = QApplication(sys.argv)

# Create the main window
window = QWidget()
window.setWindowTitle('Display Image")

# Load the image
image_path = 'path/to/your/image.jpg’
pixmap = QPixmap(image_path)

# Create a QLabel widget and set the image pixmap
label = QLabel(window)
label.setPixmap(pixmap)

# Show the window
window.show()

# Run the application
sys.exit(app.exec_())
5)
#Create Table
import sys
from PyQt5.QtWidgets import QApplication, QWidget, QVBoxLayout, QTableWidget,
QTableWidgetltem

if name == "main’:
app = QApplication(sys.argv)

# Create the main window
window = QWidget()
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window.setWindowTitle("PyQt5 Table Example’)

# Create a table widget
table = QTableWidget()

# Set the number of rows and columns in the table
table.setRowCount(3)
table.setColumnCount(2)

# Set the table headers
table.setHorizontalHeaderLabels(['Column 1', 'Column 2')

# Set the table data

table.setltem(0, 0, QTableWidgetltem('Cell 1,1"))
table.setltem(0, 1, QTableWidgetltem('Cell 1,2"))
table.setltem(1, 0, QTableWidgetltem('Cell 2,1"))
table.setltem(1, 1, QTableWidgetitem('Cell 2,2"))
table.setltem(2, 0, QTableWidgetltem('Cell 3,1"))
table.setltem(2, 1, QTableWidgetltem('Cell 3,2"))

# Set the table to resize to fit its contents
table.resizeColumnsToContents()
table.resizeRowsToContents()

# Set up the layout of the main window
layout = QVBoxLayout()
layout.addWidget(table)
window.setLayout(layout)

# Show the window
window.show()

# Run the application
sys.exit(app.exec_())

6)

import cv2

import face_recognition

from PyQt5.QtCore import Qt, QTimer

from PyQt5.QtGui import Qlmage, QPixmap

from PyQt5.QtWidgets import QApplication, QLabel, QVBoxLayout, QWidget

class FacialRecognitionApp(QWidget):
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def init(self):
super().init()
self.setWindowTitle(""Facial Recognition™)

# Create a label to display the video feed
self.video_label = QLabel(self)

# Create a layout and set it as the main layout for the window
layout = QVBoxLayout(self)
layout.addWidget(self.video_label)

self.setLayout(layout)

# Load the known encodings and names from a database or file
self.known_encodings = load_known_encodings()
self.known_names = load_known_names()

# Initialize the video capture object
self.video_capture = cv2.VideoCapture(0)

# Start the timer to update the video feed

self.timer = QTimer(self)
self.timer.timeout.connect(self.update_frame)
self.timer.start(100) # Update every 100 milliseconds

def load_known_encodings(self):
# Load the known encodings from a database or file
# and return the encodings
pass

def load_known_names(self):
# Load the known names from a database or file
# and return the names
pass

def update_frame(self):
# Capture frame-by-frame
ret, frame = self.video_capture.read()

# Convert the frame from BGR to RGB
rgb_frame = cv2.cvtColor(frame, cv2.COLOR_BGR2RGB)

# Detect the faces in the frame
face_locations = face_recognition.face_locations(rgb_frame, model="hog")
# lterate over the detected faces
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for (top, right, bottom, left) in face_locations:
# Draw a rectangle around the face
cv2.rectangle(frame, (left, top), (right, bottom), (0, 255, 0), 2)

# Encode the face
face_encoding = face_recognition.face_encodings(rgh_frame, [(top, right, bottom,

left)])[0]

# Compare the face encoding with the known encodings
matches = face_recognition.compare_faces(self.known_encodings, face_encoding)
name = "Unknown"

# Find the best match
if True in matches:
matched_indexes = [i for (i, match) in enumerate(matches) if match]
face_distances = face_recognition.face_distance(self.known_encodings,
face_encoding)
best_match_index = min(matched_indexes, key=lambda x: face_distances[x])
name = self.known_names[best_match_index]

# Display the name on the frame
cv2.putText(frame, name, (left, top - 10), cv2.FONT_HERSHEY_SIMPLEX, 0.75, (0,
255, 0), 2)
# Convert the frame to QIlmage and set it as the image for the QLabel
image = QImage(frame, frame.shape[1], frame.shape[0], QImage.Format_RGB888)
pixmap = QPixmap.fromimage(image)
self.video_label.setPixmap(pixmap)

def closeEvent(self, event):
# Release the video capture object when the window is closed
self.video_capture.release()
event.accept()

if name == "main":
# Create the application instance
app = QApplication([])

# Create the main window instance
window = FacialRecognitionApp()

# Show the main window
window.show()

# Run the application event loop
app.exec_()
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8.6 DataBase Codes
1) This code is explained in the database in header 5.18.2
import pyrebase
# Firebase project configuration
config ={
"apiKey": "YOUR_API_KEY",
"authDomain™: "YOUR_AUTH_DOMAIN",
"projectld”: "YOUR_PROJECT _ID",
"storageBucket": "YOUR_STORAGE_BUCKET",
"messagingSenderld": "YOUR_MESSAGING_SENDER_ID",
"appld”: "YOUR_APP_ID",
"databaseURL": "YOUR_DATABASE_URL"
}
# Initialize Pyrebase with Firebase project configuration
firebase = pyrebase.initialize_app(config)

#Create an instance of the Firebase Realtime Database
db = firebase.database()

#Create an instance of the Firebase Realtime Database
db = firebase.database()

2) The code that is found in the database in header 5.18.3
#Read data from the Firebase Realtime Database

data = db.child("path/to/data").get()

#Access the retrieved data

retrieved_data = data.val()
#Order the data by a specific child

keyordered_data = db.child("path/to/data™).order_by_child("child_key").get()
#Filter the data by a specific value

filtered_data = db.child("path/to/data").equal_to("value", "child_key").get()
#Example of advanced querying options
Query=db.child("path/to/data").start_at(10).end_at(100).limit_to_first(5).get()

3) The code that is found in the database in header 5.18.4
#Write data to the Firebase Realtime Database
db.child("path/to/data™).set({"key": "value"})

#Append new data with a generated unique key
db.child("path/to/data").push({"key": "value"})
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#Update existing data in the Firebase Realtime Database
db.child("path/to/data™).update({"key": "new_value"})
#Remove data from the Firebase Realtime Database
db.child("path/to/data™).remove()

4) This code is explained in the database in header 5.18.5
#Initialize Firebase app configuration

config ={
"apiKey": "YOUR_API_KEY",
"authDomain™: "YOUR_AUTH_DOMAIN",
"databaseURL": "YOUR_DATABASE_URL",
"storageBucket": "YOUR_STORAGE_BUCKET"
}
# Initialize Pyrebase4
firebase = pyrebase.initialize_app(config)
Get the Firebase Realtime Database reference
db = firebase.database()
#Write data to the Firebase Realtime Database
data = {"name": "John", "age": 30}
db.child("users™).child(""1").set(data)
#Read data from the Firebase Realtime Database
user = db.child("users").child(*'1").get()
print(user.val()) # {'name': 'John’, ‘age': 30}
#Update data in the Firebase Realtime Database
db.child("users™).child("1").update({"age": 31})
Delete data from the Firebase Realtime Database
db.child("users™).child("1").remove()
#Listen for changes in data and receive updates in real-time
def on_data_change(event):
print(event[*"data"])
db.child("users™).child("1").stream(on_data_change)

5) This code is explained in the database in header 5.18.7
#Sign up a new user

auth.create_user_with_email_and_password("example@example.com

#Sign in an existing user

auth.sign_in_with _email and password(“‘example@example.com”, “password”)

#Get the currently signed-in user
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user = auth.get_account_info(token)['users'][0]
#Update user profile
auth.update_account_info(token,{"displayName":"John","photoURL":"https://example.com/

profile.jpg"})

6) This code is explained in the database in header 5.18.8
# Upload a file to Firebase Storage

storage.child("images/profile.jpg").put("profile.jpg™)

# Download a file from Firebase Storage
storage.child("images/profile.jpg™).download("profile.jpg")
# Get the URL of a file in Firebase Storage

url = storage.child(images/profile.jpg").get_url(None)

7) This code is explained in the database in header 5.18.9
#Listen for changes in authentication state

def on_auth_state _change(user):
if user is None:
print("User signed out")
else:
print("User signed in:", user["localld"])
auth.add_auth_state_listener(on_auth_state_change)

8) This code is explained in the database in header 5.18.10
#Custom query example: Retrieve users with age greater than 25, ordered by name

users=db.child("users").order_by child("age").start_at(25).order_by child("name").get()

9) This code is explained in the database in header 5.18.11
#Batch operation example: Update multiple data in a single batch
batch = db.batch()

batch.update(db.child("users").child("1"), {"name": "John"})
batch.update(db.child("users™).child(*2"), {"age": 32})
batch.commit()
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8.7 Mobile Application

8.7.1 How to create homePage

import 'package:flutter/material.dart’;

void main() => runApp(MyApp());

class MyApp extends StatelessWidget {

/I This widget is the root of your application.

@override Widget build(BuildContext context) {

return Material App( title: 'Hello World DemApplication’, theme: ThemeData(
primarySwatch: Colors.blue, ),

home: MyHomePage(title: 'Home page’), ); } }

class MyHomePage extends StatelessWidget { MyHomePage({Key key,
this.title}) : super(key: key); final String title;

@override Widget build(BuildContext context) {

return Scaffold(

appBar: AppBar( title: Text(this.title), )

, body: Center( child: Text( 'Hello World', ) ), );

}

}

8.7.2 Text
Text('Hello World!', style: TextStyle(fontWeight: FontWeight.bold))

8.7.3 Image

1. Create a folder, assets in the project folder and place the
necessary images.

2. Specify the assets in the pubspec.yaml as shown below:
flutter:

assets:

- assets/smiley.png

3.Now, load and display the image in the application.
Image.asset(‘assets/smiley.png’)

8.7.4 Icon
Icon(lcons.email)

8.7.5 tingNavigation and Rou
MaterialPageRoute

MaterialPageRoute(builder: (context) => Widget())
Navigation.push

Navigator.push( context, MaterialPageRoute(builder: (context) => Widget()), );
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Navigation.pop
Navigator.push(context);

8.7.6 CurvedAnimation
controller = AnimationController(duration: const Duration(seconds: 2), vsync: this);

animation = CurvedAnimation(parent: controller, curve: Curves.easeln)

8.7.7 Button

body: Center(

child: GestureDetector

(onTap: () { _showDialog(context); },
child: Text( 'Hello World', ) )

Box by inheritingCreate the widget, Rating
StatefulWidget

class RatingBox extends StatefulWidget { }

8.7.8 Create a state for RatingBox, _RatingBoxState byinheriting Stat <T>
class _RatingBoxState extends State { }
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